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Figure 1: (a) As the user launches a plasma ball into the reactor, she feels the physical impact of hitting the prop. (b) The haptic 

feedback comes from a physical prop on a pendulum. The user’s hit, however, also sets the pendulum in motion. (c) When the user 
later fends off a group of flying droids, the system renders each one of them using one period of the swinging pendulum. Every one 
of the user’s hits is not only a haptic experience, but also provides the impulse for the next attack. As a result, the experience feels 

alive, even though the user is the only animate entity in it.

ABSTRACT 
We present a system that complements virtual reality expe-
riences with passive props, yet still allows modifying the vir-
tual world at runtime. The main contribution of our system 
is that it does not require any actuators; instead, our system 
employs the user to reconfigure and actuate otherwise pas-
sive props. We demonstrate a foldable prop that users recon-
figure to represent a suitcase, a fuse cabinet, a railing, and a 
seat. A second prop, suspended from a long pendulum, not 
only stands in for inanimate objects, but also for objects that 
move and demonstrate proactive behavior, such as a group 
of flying droids that physically attack the user. Our approach 
conveys a sense of a living, animate world, when in reality 
the user is the only animate entity present in the system, com-
plemented with only one or two physical props. In our study, 
participants rated their experience as more enjoyable and re-
alistic than a corresponding no-haptics condition. 
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INTRODUCTION 
Ever since the conception of the virtual reality headset in 
1968 [4], many researchers have argued that the next step in 
virtual reality has to be to allow users to not only see and 
hear, but also feel virtual worlds [5].  

One main approach towards this revolves around the use of 
physical props, also known as passive haptics [21,28]. While 
simple prop-based systems require users to be mostly station-
ary [23], more elaborate systems allow users to move around 
freely in a space filled with physical props. Some systems 
achieved this effect based on projection [15]; others used 
head-mounted displays [14]. 

Unfortunately, the increased level of immersion provided by 
passive haptics is subject to limitations. First, a room filled 
with physical props tends to match only one specific virtual 
room. Redirected walking allows confronting users with the 
same prop repeatedly [18], yet the immutability of the props 
makes them hard to reuse. Thus, one room worth of a virtual 
world tends to require one room worth of physical space [2]. 
Second, passive props allow rendering only inanimate ob-
jects, which limits the perceived “liveliness” of the resulting 
virtual worlds. 

To address the problems, researchers proposed reconfiguring 
props during use, either using robotics (robotic graphics [6], 
snake charmer [8]) or using human actuators (TurkDeck [2], 
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Mutual Turk [3]). Both approaches work well, but also come 
at a price: the robotics approach requires reasonably complex 
equipment, while the human actuation approach requires hu-
man workers at every session. 

In this paper, we present a new approach to dynamic prop-
based virtual reality. It offers some of the functionality of 
much more complex systems, such as TurkDeck, but gets by 
requiring neither mechanical nor human actuators. The main 
idea behind our system is to let the user do the work.  

iTurk 
The key idea behind our system iTurk is that it makes users 
constantly reconfigure and animate otherwise passive props. 
By integrating these reconfiguration activities into the expe-
rience itself, iTurk hides them from the user. This allows 
iTurk to provide virtual worlds with constantly varying or 
even animated haptic effects, even though the only animate 
entity present in the system is the user. 

To illustrate the system, we have created an experience that 
users explore using a head-mounted display (HTC Vive [22]) 
while physically walking through the tracking space (real 
walking [32]). During the experience, users physically inter-
act with 10 different types of virtual objects, each of which 
is provided with a matching passive haptic effect.  However, 
all haptic experiences are based solely on the two physical 
props shown in Figure 2, i.e., one foldable board [2] and one 
pendulum. 

 
Figure 2: Our demo experience is built around only two props: 

(a) a board that can be reconfigured by the user and (b) a 
round prop suspended from the ceiling that starts to swing 

when pushed or hit by the user. 

Figure 1 shows a segment from the demo experience. It fo-
cuses on the pendulum prop. (a) As the user launches a 
plasma ball into the reactor, she feels the physical impact of 
hitting the prop. (b) The haptic feedback comes from a phys-
ical prop on a pendulum. The user’s hits, however, also sets 
the pendulum in motion. (c) When the user later fends off a 
group of flying droids, the system renders each one of them 
using one period of the swinging pendulum. Every one of the 
user’s hits is not only a haptic experience, but also provides 
the impulse for the next attack. 

The reuse of the pendulum across scenes illustrates the main 
idea behind iTurk, which is to make users reconfigure or, in  

this case, animate otherwise passive props, which makes 
these props more expressive and allows them to represent 
multiple virtual objects. To illustrate this point, we now show 
a larger portion of the same virtual experience.  

Walkthrough 
Our demo experience takes place in the 1940s at a hypothet-
ical experimental reactor site. The user’s mission is to trigger 
the self-destruction of a reactor and to leave the site before it 
explodes. In this walkthrough, we typeset every object phys-
ically represented by a prop in bold. We typeset every step 
in which the user reconfigures a prop in bold italics. 

As shown in Figure 3, (a) the user joins the experience in a 
dimly lit room. Opening the door requires the user to bridge 
the electric cable that goes through the ceiling lamp. (b) The 
user tries, but the lamp and its cable hang too high to be 
reached. The user notices a suitcase in the corner, pushes it 
under the lamp and lays it flat. (c) Stepping onto the suitcase 
allows the user to reach the cable and push its two severed 
ends together. This closes the electric circuit, temporarily 
turns the lights on, and opens the door—allowing the user to 
leave the room and enter the hallway. The hallway provides 
access to the adjacent room.  

 
Figure 3: (a) The first room of our example experience re-

quires users to (b) move a suitcase, lay it flat, and (c) step on to 
short circuit a cable. (d) This is supported by two physical 

props, i.e., a folded board and a pendulum. 

As shown in Figure 4, the adjacent room is physically over-
lapping with the first room. We achieve this by implementing 
the impossible spaces [26], making the doors as portals, i.e., 
the geometry of the second room is represented separately in 
the VR system and when passing the door the user is un-
knowingly teleported [7]. This overlap between rooms is cru-
cial as it allows the new room to contain the same physical 
props as the previous room. However, what used to be a lamp 
and a suitcase a minute ago are now a spotlight and a fuse 
box. 



 
Figure 4: The fuse room is designed to geometrically overlap 
with the first room. This allows the two physical props to be 

located in both rooms. 

As shown in Figure 5, (a) a spotlight illuminates a fuse box 
apparently ripped out of its base. (b) The user erects the fuse 
box and places it back into its base. Nothing happens. (c) The 
user opens the fuse box, which reveals an on/off button. The 
user pushes the on/off button, which restores power in the 
building and turns the lights on. (d) These interactions are 
supported by the same physical prop that served as suitcase 
in the previous room.  

 
Figure 5: (a) The second room requires users to move and 
erect a fuse box, (b) open it, and (c) push the “on” button. 

(d) This is supported by the same physical prop that served as 
suitcase in the previous room. 

Via the hallway, the user reaches a third door that provides 
the user with access to a huge futuristic reactor room. As 
shown in Figure 6, the reactor room is overlapping with the 
first two rooms, which again provides the user with access to 
the same two physical props. The board turns into a railing 
and the pendulum, which so far had only served as a passive 
prop, now allows us to represent a moving object. 

 
Figure 6: The reactor room also overlaps with the other 

rooms. 

As shown in Figure 7a, the user walks to the end of the walk-
way and activates the two pressure panels on the railing. 
(b) This lifts up the cylindrical cover behind the user reveal-
ing the emergency shut down mechanism: a floating plasma 
ball. The user hits the plasma ball towards the reactor. It 
flies off into the reactor, where it triggers the self-destruct 
mechanism. (c) The reactor responds by exploding and reac-
tor shrapnel is flying all over the place. To evade the shrap-
nel the user runs back to the hallway. (d) The plasma ball and 
all shrapnel are rendered using the pendulum prop. 

 
Figure 7: (a) The reactor requires users to press and hold two 

buttons on the railing, in order to reveal the plasma ball, 
which (b) users launch by hitting it towards the reactor. 

(c) The rector explosion causes shrapnel to fly towards the 
user. (d) The plasma ball and all shrapnel are rendered using 

the pendulum prop. 

Figure 8 shows a few moments of the remainder of the expe-
rience. (a) The user goes back to the disintegrating fuse room 
and (b) removes the fuse box from its base to cut power, 
while evading more shrapnel. After fending of half a dozen 
droids (Figure 1), (c) the user catches the command module 
(which stops the pendulum) and uses it to call the escape pod. 
(d) The user enters the escape pod, sits down on the pilot’s 
seat, which (e) is rendered once more by the foldable board 
and takes off to safety. 



 
Figure 8: The remainder of the experience. 

iTURK’S UNDERLYING PATTERNS 
Our demo experience features one example each of iTurk’s 
two main types of props, i.e., reconfigurable props and ani-
mated props. In this section, we discuss the patterns in which 
these props are deployed. 

Reconfigurable props := {reconfigure, use, remap}  
iTurk deploys passive props in what we call “reconfigure-
use-remap” cycles. 

(1) Reconfigure: users encounter an object in the virtual 
world the state of which prevents users from progressing the 
story arc. The fuse box, for example, is not working because 
it has been removed from its socket or users cannot access 
the buttons inside the fuse box because the fuse box is closed. 
When users realize that the prop is not in the required state, 
they reconfigure it. It is in this reconfiguration step where 
iTurk is “exploiting” the user for manual labor. Without such 
user-based reconfiguration, this step would have to be per-
formed by a mechanical or human actuator—which is ex-
actly the effort iTurk is saving. 

In our demo experience, we used a foldable board as prop in 
order to illustrate the intentional analogy to TurkDeck [2] 
(Figure 9). Other experiences may use props with more ex-
pressiveness, such as large-scale Lego bricks or props with 
less expressiveness, including monolithic props that can only 
be moved or flipped. 

(2) Use: users can now perform the action that drives the 
story arc forward. In our experience, the user stands, sits, 
leans onto the prop, presses buttons on it, etc. (Figure 9). 

(3) Remap: Once used, iTurk maps the physical props to a 
fresh virtual object. In our demo experience, iTurk achieved 
this by steering users to another “room,” yet one that over-
laps with the previous one, so that the physical props are 
again present and can be used to represent a fresh set of vir-
tual objects. For large physical spaces, this can be achieved 
using redirected walking [26]. The reason we instead used 

portals [7] disguised as doors [9], was primarily to allow our 
experience to run in a very compact tracking volume (4x4m). 

 
Figure 9: Some of the uses of the foldable board in our demo 

experience. 

Animated props := {reconfigure/use, remap} 
iTurk’s animated props can generally be employed the same 
way passive props are, as we demonstrated in the example of 
users bridging the electric contact in the first room (Figure 
10a). In addition, however, animated props can also be oper-
ated in a way that merges the reconfigure step and the use 
step into a single interaction, resulting in reconfigure-by-use-
remap cycles. 

(1) Reconfigure-by-use: as before, users encounter an ob-
ject in the virtual world and interact with it in order to pro-
gress the story arc. For animated props, reconfiguration 
means can be any of the interactions shown in Figure 10, i.e., 
(b) animate the prop, (c) keep the prop animated, and 
(d) stop the prop. 

 
Figure 10: Our demo experience contains examples of (a) in-
animate use, (b) animate prop, (c) keep prop animated, and 

(d) stop the prop. 

(2) Remap: As before, iTurk maps the physical props to a 
fresh virtual object when users move on to a different room. 
With animated props, however, it is not the configuration 
that persists across rooms, but the impulse. This allows the 
system to implement interactions with arbitrary combina-
tions of before and after states. As suggested by the gray ar-
rows in Figure 10, this allows experience designers to con-
catenate any two interactions where the before state of the 
prop in the new room matches the after state of the prop in 
the previous room. 



Also note how entering a room with objects already in mo-
tion (Figure 10c and d) are probably experience designers’ 
best tools for conveying a virtual world that is alive. 

The qualities of the pendulum 
The pendulum is a well-designed mechanism in that it allows 
a good amount of virtual objects to be mapped to it. In par-
ticular, it allows simulating a surprisingly wide range of ob-
ject trajectories (for details, see section “implementation”). 
Since users can touch the prop only while it is in close prox-
imity, experience designers can make up the rest of the tra-
jectory. In Figure 1a, we used this to make the plasma ball 
find its way into the reactor. In Figure 1c, we used this to 
make the sentinel droids come to the user from wherever they 
were hovering and to let destroyed droids drop into the void.  

Another key quality of the pendulum is that it returns to the 
user in a way that is hard for humans to predict, as (1) small 
variations in hitting angle lead to large variations in prop tra-
jectory, (2) the prop returns after a hard-to-predict time de-
lay, and (3) the prop returns from a hard-to-predict angle. It 
is this unpredictability that allows experience designers to 
“sell” each instance of the pendulum arriving as a different 
object. We exploited this in Figure 1 to simulate an attack by 
multiple droids. By letting multiple droids hover for a while 
before we map them to the pendulum, we reinforce the illu-
sion that each droid individually is an animate object. 

 
Figure 11: A football experience by replacing the end effector 

of the pendulum with a punching bag,   

The pendulum offers yet additional versatility. Experience 
designers may, for example, vary its length. A shorter pen-
dulum results in faster interaction; a pendulum the trajectory 
of which is blocked half way up the tether swings with vari-
able frequency, making it even less predictable. Or we may 
replace the passive prop at its end. Replacing the prop with a 
40kg punching bag, for example, allowed us to implement a 
simple American football tackling simulator (Figure 11) 

CONTRIBUTION, BENEFIT, & LIMITATIONS 
The main contribution behind iTurk is the idea of using users 
to reconfigure and animate otherwise passive props in virtual 
reality. User-reconfigurable props allow us to create arbitrary 
sequences of rooms, each of which reuses the same physical 
space and the physical props. Animated props, such as the 
pendulum, allow rendering animate objects, which brings 
liveliness to the resulting virtual worlds. This allows iTurk 
to realize some of the benefits that have traditionally only 
been achieved with passive haptics either actuated by 

mechanical actuators (robotic graphics [6]) or human 
actuators (TurkDeck [2]). 

The main limitation of iTurk is that designing experiences 
requires additional care, as each scene needs to create the 
physical pre-conditions for the following scene. It does allow 
telling encompassing stories nonetheless, as we illustrated 
with the demo experience presented above. iTurk shares 
most of the regular virtual reality limitations: potential haz-
ards of operating props (none of which occurred during our 
study), tracking lost, etc. The experience designers should 
take these into consideration.  

RELATED WORK 
The work that is presented in this paper is based on haptics 
for real-walking virtual reality, passive haptics, and human 
actuation. 

Active Haptics for real-walking virtual reality 
While there is a large corpus that demonstrates how to pro-
duce tactile effects suitable for virtual reality (e.g., the wind 
effect AIREAL [12], or normal touch [11]), producing force 
feedback is more challenging. 

Seminal work by McNeely introduced the idea of using a ro-
botic arm to reposition a single prop so as to simulate a sur-
face wherever the user tries to touch [6]. 

Lopes et al. proposed the use of electrical muscle stimulation 
as a mean to simulate the impact (impacto [10]) and the re-
sistance of objects in real-walking virtual reality (EMS Walls 
[9]).  

Passive Haptics 
Previous work shows that props, also known as passive hap-
tics [28] can enhance the sense of presence. In a study by 
Hoffman [13], participants in virtual environment could 
guess an object’s properties, such as the weight of a teapot 
more accurately if it had been given a physical representa-
tion. In a study by Insko et al. [14], participants immersed in 
a virtual environment crossed a virtual pit by balancing a 
ledge. Behavioral presence, heart rate, and skin conductivity 
were affected more, if the ledge was created using a physical 
wooden plank. 

Several passive haptics systems used physical props in real 
walking environments. Low et al., for example, use 
Styrofoam walls onto which they project augmented reality 
experiences [15]. Similarly, mixed reality for military oper-
ations in urban terrain [16] uses passive haptics to add a hap-
tic sense to otherwise virtual objects, terrain, and walls.  

FlatWorld integrates large props into a physical world; be-
tween experiences these props can be rearranged to match the 
next virtual world [17]. Kohli et al. use redirected walking to 
allow users to encounter a stationary prop at different virtual 
locations [18]. In Substitutional Reality [19], researchers 
conducted a study on how the mismatch between physical 
and virtual props can break believability. Sparse Haptic 
Proxy [20] used a hemisphere prop combining with haptic 



retargeting [25] to give touch feedback whenever users touch 
the virtual object.  

Reconfigurable props were a new class of passive haptics 
which has more flexible use.  Aguerreche et al. [27] Manu-
ally reconfigurable props. Self-actuated reconfigurable props 
such as Haptobend [30] and Shifty [29] used machine actua-
tors to change the geometry and the weight distribution. 

Human actuation 
Since the size and weight of mechanical machinery tends to 
be proportional to what they actuate, the use of mechanical 
haptic equipment tends to be constrained to arcades and lab 
environments. In order to bring haptics to a wider audience, 
researchers proposed creating haptic effects using human ac-
tuators [1]. 

TurkDeck applied the concepts of human actuation to real 
walking [2]. The system allows a single user to explore a vir-
tual reality experience that is brought to life by ten human 
actuators that continuously rearrange physical props and ap-
ply forces to the user. Mutual Turk [3] demonstrates how two 
users can serve as human actuators to each other. 

One way to think of iTurk is as a variation of human actua-
tion in which users actuate themselves. To enable this, iTurk 
employs a range of techniques that hide the true origin of the 
reconfiguration and actuation from the user. 

IMPLEMENTATION 
To help readers replicate our results, we now present the im-
plementation details. 

Setup of virtual reality system 
We developed iTurk software system in Unity 3D, running 
on a Zotac VR go backpack PC.  

 
Figure 12: System diagram 

Reconfigurable props and tracking 
We use an HTC Vive system [22] for tracking as well as 5 
Vive trackers for the props and the user’s hands (Figure 13a). 

The Pendulum 
Figure 13b and c show the set-up of the pendulum. The prop 
consists of a volleyball and a tracker tied to a 6.7 m long 
braided fishing line (KastKing SuperPower braid fishing line 
0.8 mm), resulting in a 5.12 second period. We ceiling-
mounted the pendulum so as to swing 1m above the ground. 
The use of the very light string prevents the prop from vibrat-
ing and bobbing up-and-down, as is the case with heavier 
tethers, such as chains. 

     
Figure 13: (a) Two Vive trackers allow the system to track the 
reconfigurable board in all its individual states. (b) The pen-
dulum. (c) the state of the spherical pendulum is described by 

rotation angles on the pivot.  

0. Launch Our prop implements a spherical pendulum, i.e., a 
pendulum that not only moves back and forth, but can also 
orbit, for overall number of two degrees of freedom. This is 
a desired feature, because it makes the path hard to predict 
for users, thereby allowing the experience designers to exer-
cise a lot of control, including the ability to remap the single 
prop to multiple virtual objects in the same session. As illus-
trated by Figure 14, the system uses two user interactions to 
get a stationary pendulum to orbit.  

 
Figure 14: Making the pendulum reach its two degrees of free-
dom requires two user interactions: (a) The first hit makes the 
prop swing back and forth and (b) the second hit allows it to 

orbit. 

1. Sensor reading The system obtains the current pendulum 
angle and the current angular speed from the Vive tracker 
attached to the prop. This gives us the two rotation angles 
along the two rotation axes on the pivot ϕx and ϕy as shown 
in Figure 13b. 



2. Extrapolation The system extrapolates the pendulum’s 
movement using the Euler-Lagrange equations for spherical 
pendulums. 
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It then extrapolates using ordinary differential equations 
solver from the boost library [24] with the Fehlberg 78 step-
per. This provides the system with an extrapolation of the 
pendulum’s trajectory for the next 5 seconds, which accounts 
for one full period of the pendulum. 

3. Hit trajectory The system picks the longest matching curve 
with low curvature as the trajectory during which the user is 
supposed to hit the prop. Figure 15 shows the hit trajectory. 

 
Figure 15: iTurk’s pendulum movement behind the scene. 

iTurk offers three modes of deciding hitting position: 
(1) Closest point tends to work best for standing in one posi-
tion. (2) Slowest point tends to work best for rhythm games. 
(3) Longest overlap, as shown in Figure 15, tends to work 
best for ball games, such as tennis or baseball, as it gives us-
ers a longer time window to hit the ball.  

For the demo experience presented earlier we do want users 
to succeed in order to drive the story line forward. The expe-
rience therefore picks the slowest point in the path as the cen-
ter of this hit trajectory and also displays a preview of the 
trajectory to the user early. Other experiences may increase 
the difficulty by showing the trajectory later or not at all. 

4. In trajectory The system creates a fake in trajectory con-
necting a visible virtual object to the hit trajectory. For that 
purpose it computes such trajectories for all candidate ob-
jects, such as all droids in Figure 1. It then picks the object 
that connects to the hit trajectory with the path of least max-
imum curvature. Based on the trajectory the system com-
putes when to start the animation. 

5. Out trajectory The system creates a fake out trajectory, e.g., 
by connecting the hit trajectory to a visible virtual object or 
simply by extrapolating the yaw direction. For the droids, for 
examples, the system just bends the trajectory back up to a 
free position on the droid “pool”. The system uses a one/two-
sided clamped spline to implement this. 

6. Continuous updating during prop animation At the start time 
computed in step 4, the system starts animating the virtual 
object along the in trajectory. During the in trajectory, the 

system gradually morphs the virtual object’s trajectory into 
the prop’s trajectory. 

The system’s sensing and resulting extrapolation is generally 
reasonably accurate (~100 fps, < 3 cm errors when tracked). 
However, depending on how the user hit the prop last round, 
the prop may bounce, spin, or vibrate, which are harder to 
model and extrapolate. To guarantee a high-accuracy trajec-
tory nonetheless, the system continuously re-reads the track-
ers and re-computes the trajectories of the pendulum based 
on a sliding window of sensor samples (we use the last 40 
sensor readings = a time window of 400 milliseconds). When 
necessary, it continuously morphs any trajectory previews 
continuously to the updated state. 

Our system uses some extra precaution to deal with the lim-
itations of the tracking system. Because of the HTC Vive’s 
limited tracking volume (5m diameter) users occasionally hit 
the prop so hard that it leaves the tracking volume. In this 
case the system runs the extrapolation on the sensor readings 
up to the point where it loses tracking. This generally works 
well. However, the Vive system also requires about 1-2 se-
conds (depending on the speed of the object from our testing) 
to start tracking again when an object re-enters the tracking 
volume and in rare cases the user hits the prop in that time 
window. While the system learns about the hit based on the 
marker’s accelerometer, it lacks the positioning data required 
to compute the props post hit trajectory. In this case, the sys-
tem informs the experience, which covers up the situation, 
e.g., by generating smoke or by turning the lights in the scene 
off until the tracking is back. 

7. Hitting during the hit trajectory the user may or may not hit 
(or catch) the prop. The system learns about it instantane-
ously by detecting the resulting spike in the accelerometers 
in the tracker attached to the prop. The system now discards 
all further trajectories, gets another set of sensor readings as 
described in step 1, and uses those readings to compute a post 
hit trajectory. For the droids, for examples, the system 
simply takes the droid’s actual trajectory and bends it down-
wards to simulate the droid falling. 

At the same time, the system gets a new object on its way 
using the same set of sensor readings. This means that for 
some time, two virtual objects are moving at the same time, 
which helps make the illusion work that there are multiple 
living objects in the scene. 

If the user did not hit the prop, the virtual object continues to 
follow the out trajectory and also a new virtual object is map-
ping to the prop and sent on its way. 

USER STUDY 
To validate our system, we conducted a user study in which 
participants experienced our demo world with and without 
iTurk haptic feedback. We hypothesised that iTurk’s 
reconfigurable props would contribute to participants’ 
experience and that the reconfigure step would not affect 
participants’ sense of realism. 



Interfaces There were two interface conditions. In the iTurk 
condition, users experienced the demo scene supported by 
the foldable board and the pendulum presented earlier. In the 
no-haptics control condition they experienced the same vir-
tual experience, albeit without the props. 

Procedure After a brief explanation on how to safely interact 
with the props and the goal of the game, participants put on 
the Vive HMD, two Vive trackers, and a Zotac VR go 
backpack PC. They received 1 minute of training during 
which they move the board around and hit the pendulum prop 
about 3-5 times. They then performed the experience in both 
interface conditions in counterbalenced order and filled in a 
questionnaire. 

 
Figure 16: Participant during study 

Participants We recruited 12 participants from our institute 
and 3 of them had used HMD before. 

Result  
Figure 17 shows the result. Overall, the participants highly 
enjoyed the experience (6.25/7-point Likert scale, 1= not at 
all, 7=very, Mann-Whitney U test U = 23.5, p<0.01). Partic-
ipants experienced the virtual world as more realistic (5.5/7, 
U = 16.5, p<0.01) when in the iTurk condition. 

 
Figure 17: Participants rated their experience in the iTurk 

condition as significantly more enjoyable and realistic than in 
the no-haptics control. 

We did receive positive comments from the participants. 
“The ball is really nice. I hit it only at one point and it started 
moving around and came back in unexpected directions” said 

p1. “I wasn’t expecting to feel the wind when the ball flew 
past me, and it really surprised me” said P4. “When I revis-
ited the box-like object, I suspected it would be the same 
board. However, I didn’t recall that I put it in that position. It 
feels like it should have been a couple of meters away.” said 
P6. P8, P11 and P12 made similar comments. 

One participant said that during the experience he did not no-
tice that he was touching the same props. Two participants 
said that they realized that at the second time they touched 
the prop. The others suspected that because they were spec-
tating the others but they said they could not tell either when 
they were in the experience.  

We observed that the participants reconfigured the foldable 
board using different ways. Some of them moved the board 
to the destination before folding it, some of them flip it be-
fore moving it. Although in our system there is no correct 
order when reconfiguring the board, the process of reconfig-
uring can certainly be optimized and display to the user.  

All the participants said that the system was running 
smoothly and they did not feel any offset.  

From these study result, we conclude that iTurk is working. 
The general concept of user-based reconfiguration leads to 
more enjoyable experiences and can improve current home-
edition virtual reality system.  

CONCLUSION 
In this paper, we presented iTurk, a system that complements 
virtual reality experiences with passive props, yet still allows 
modifying the virtual world at runtime. The main 
contribution behind iTurk is the idea of using users to 
reconfigure and animate otherwise passive props in virtual 
reality. First, user-based reconfiguration of props allows 
creating arbitrary sequences of rooms, each of which reuses 
the same physical space and the physical props. Second, an-
imated props, such as the pendulum, allow rendering animate 
objects, which brings liveliness to the resulting virtual 
worlds. This allows iTurk to realize some of the benefits that 
have traditionally only been achieved with passive haptics 
such as actuated either by mechanical actuators (Robotic 
graphics [6] or human actuators (TurkDeck [2]). 

As future work, we are planning on exploring self-reconfig-
uring props based on energy harvesting.  
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