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Data privacy is a very important issue. Especially in fields like medicine, it is paramount to abide by the existing privacy regulations to
preserve patients’ anonymity. On the other hand, data is required for research and training machine learning models that could help
gain insight into complex correlations or personalised treatments that may otherwise stay undiscovered. Those models generally
scale with the amount of data available, but the current situation often prohibits building large databases across sites. So it would
be beneficial to be able to combine similar or related data from different sites all over the world while still preserving data privacy.
Federated learning has been proposed as a solution for this, because it relies on the sharing of machine learning models, instead of
the raw data itself. That means private data never leaves the site or device it was collected on. Federated learning is an emerging
research area and many domains have been identified for the application of those methods. This systematic literature review provides
an extensive look at the concept of and research into federated learning and its applicability for confidential healthcare datasets.

CCS Concepts: • Security and privacy → Privacy-preserving protocols; • Computing methodologies → Machine learning;
Distributed artificial intelligence; • Applied computing→ Life and medical sciences; • General and reference→ Surveys

and overviews.
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1 INTRODUCTION

In a data-centred world, where people are expected to share their data willingly to use services, it is very important
to preserve data privacy in areas that are very sensitive. This may include financial information, personal images or
medical records. In medicine, for example, doctors struggle with setting up multi-centre studies, because they have to
deal with how and where to store the collected patient data, write ethics proposals and wait for lengthy confirmation
periods thereof. Article 5 of the European General Data Protection Regulation (GDPR) defines the concepts of data
minimisation, meaning only relevant data for a study can be collected, and purpose limitation, meaning that even after
the ethics proposal is approved, the data can only be used for the purpose it was collected for, any future research is
restricted and requires an ethics amendment and consent of patients. Also, personalised medicine approaches, which try
to adapt treatment specifically to individual patients, could benefit from a way of clustering similar patients and making
more informed guesses for the patients’ needs. So ideally sensitive existing databases can be used for different directions
of research, without the possibility of privacy violations. One way to do this is pseudonymisation or de-identification,
where certain identifiable parts of data, such as name, address or social security number are replaced by a pseudonym
to preserve a person’s privacy. This strategy is not completely secure, and there have been cases where pseudonymised
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data could be traced back to individuals [94, 117]. Emerging from those problems, and as a means to distribute the

computational load of training a machine learning (ML) model, federated learning (FL) was proposed.

This systematic literature review is aimed at providing a deep dive into the topic of FL and its development. The

focus, especially in Sections 3.6 and 4 is laid on the usability of FL for healthcare and health-related data and we will

often refer to this throughout the paper.

The term FL was �rst used by McMahan et al. [47]and describes a distributed and privacy-preserving way of training

an ML model without others accessing private data. Instead of sharing the data directly amongst non-trusting parties,

FL relies on sharing model parameters that can be aggregated to a joint model. An FL system follows a client-server

architecture with one server, who is responsible for facilitating the training, building the model and making it available

to all clients, who are training the model on their local datasets. This novel idea stands in contrast to similar, previously

known ML types for federated datasets. Distributed ML assumes a centralised dataset which can be distributed to

several worker machines in the best way possible [114], and Machine Learning as a Service (MLaaS) describes a system

in which a provider hosts an ML model, and clients can upload their data to receive a classi�cation for it and promote

model training [115].

FL, on the other hand, is used for situations in which data is:

� Massively distributed: A large number of clients (up to millions) which might be scattered all over the world

hold relevant data. Although FL systems between hospitals would probably not be as massively distributed, one

can imagine using sensor data collected on smartphones for medical purposes, which would require dealing with

a large number of clients.

� Non-IID: Data collected by di�erent participating clients originate from di�erent distributions, and is thus

not independent and identically distributed (IID). Hospitals, for example, see patients from widely di�erent

demographics, so it is unfeasible to assume their data follows the same distribution.

� Unbalanced: Some clients may have a lot of data samples, whereas some may only own a single sample. This

is also given for medical data, for example if a model is trained to combine data from hospitals and data from

smartphones, where the number of patients in the hospital is very large, but each smartphone only collects data

from a single person. Also just between hospitals, the number of patients for speci�c diseases can vary a lot.

Fig. 1 shows the training procedure of FL, which is reiterated later in Algorithm 1 (Section 3.2). Some institution or

researcher (taking the role of the server) begins the process by initialising an ML model and sending all its parameters

(denoted by\ 0 in Fig. 1) to each of the participating parties of the system. The goal of FL is then to �nd optimal values

for the parameters, such that the ML model generalises well on the joint, federated database. In an iterative process,

the server noti�es a number of clients and provides them with the current model parameters (\ C� 1), which the clients

use to overwrite their local model. Next, the selected clients partially train the model by using for example stochastic

gradient descent (SGD), a common approach to converge to a minimum of the error on the local dataset (- : • . : ). After

some prede�ned number of local training epochs, each client transmits updates to the parameters (X\C: ) back to the

server for aggregation. The �nal step is then to update the previous parameters (\ C� 1) by the average update received

from the clients, which are weighted according to the number of data points for the individual clients (=: ). This process

is repeated until the model has su�ciently converged and performs well for all clients.

There has been a lot of research into di�erent FL training algorithms, communication protocols or attack and defence

measures since 2016. Large companies like Google [34� 37, 47, 48], Amazon [108] and Huawei [10] are driving the
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Fig. 1. Overall training process for federated learning. The initial model is distributed (0). Per global epoch, some clients are selected
and receive the current parameter values (1). The selected clients update locally (2). The local updates are sent back to the server (3).
The server aggregates all received local updates (4). Steps 1 through 4 are repeated until convergence.

research forward and are looking into this method for smartphone use or privacy-preserving user recommendations. In

the last years, the amount of published papers in this �eld has increased drastically (see Fig. 3(b)).

There exist two previous narrative reviews about FL. In 2019, Yang et al. [74] gave a high-level introduction to

the �eld of FL, the underlying privacy concepts, as well as related work and applications. They also identi�ed the

healthcare sector as a major benefactor. Secondly, Kairouz et al. [103]recently published an extensive review showing

the advances, but also open questions for FL overall. We are aware of those works, and although both reviews are

well-researched and provide valuable information, we found that the overlap of included papers is not that high: out of

80 papers considered in this paper, there are 13 also in the former, 23 in the latter review. Moreover, this paper follows a

stricter, more systematic review approach using the PRISMA process [109] for paper selection and guidelines from BA

and Charters[89]. We dive deeper into some of the proposed approaches and look more in-depth into the healthcare

aspect of FL research.

The remainder of this paper is organised as follows: The research questions are introduced and the search process is

explained in Section 2. Section 3 then shows the results of the search and Section 4 provides a discussion of the research

questions. Finally, Section 5 concludes the paper.

2 METHODS

2.1 Research �estions

We aim to provide an extensive and structured overview of all papers relevant to FL which is stated in the �rst research

question.

RQ1:What is the state of the art in the �eld of FL and what are its limitations?

Additionally, our goal is to show evidence that the medical �eld can bene�t substantially by incorporating FL This

motivates the second research question.

RQ2:Which areas of FL research are most promising for digital health applications?
Manuscript submitted to ACM
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2.2 Search Process

The literature search was performed over the time period from 01 January 2016 until 31 June 2019 using the ACM

Full-Text Collection, arXiv, IEEE Xplore, PubMed and WebOfScience libraries. The general search terms used are:

"federated learning"OR"federated deep learning"OR

"federated machine learning"OR"federated SGD"OR

"federated optimi[sz]ation"

We did not include health-related terms in our search, because we are also interested in the general FL research, and

health-related FL research is a subarea thereof. Since each library requires the search query to follow some speci�c

rules, the exact query terms are listed in the supplementary material.

2.3 Inclusion and Exclusion Criteria

This review paper should provide readers with a good understanding of FL and a number of more in-depth descriptions

about options on how to set up such a system. Moreover, the reoccurring theme is the use for the healthcare sector, and

this we chose the following inclusion criteria. Included are papers which...

� consider FL at the centre of their research.

� use FL for training an ML model on medical data.

On the other hand, the surveyed query terms return many irrelevant works to this review, which lie out of scope or

cover completely unrelated topics with simply mentioning FL a single time. Thus we excluded papers which...

� require participating clients to share their private data (encrypted or not).

� assume, clients possess IID data. This is not a realistic setting for real-world applications, especially for medical

data.

� discuss federated reinforcement learning.

� don't present novel ideas, but simply describe an implementation of FL in some application (exception: medical

application (RQ2)).

� describe a fully decentralised implementation of FL (e.g. Blockchain, Peer-2-Peer).

� cover a topic other than FL, i.e. unrelated papers mistakenly returned by the query.

Especially for the third and �fth entry of the above list there exists a lot of research. Although federated reinforcement

learning it is an active sub-�eld of FL research, reinforcement learning and its applications are quite separate from

un- and supervised learning, using very di�erent underlying concepts. In addition, we found no paper looking into

federated reinforcement learning for healthcare, thus we omitted this area of research.

A research area closer to FL is fully decentralised learning using a Blockchain or direct Peer-2-Peer network to

exchange messages in terms of model weights. Although we found a paper discussing fully decentralised learning for

medical data [119], we opted for excluding this area of research, because the traditional understanding for FL includes a

client-server split and model aggregation on the server.

2.4 Data Collection and Analysis

In order to provide a numerical analysis of the reviewed literature and explain certain approaches in Section 3, we

extracted information from each included paper and organised it in a spreadsheet.
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The data extracted from each paper is:

� Title and year of publication

� Whether the paper

� presents an FL training algorithm (Section 3.2, Section 3.1)

� presents an FL security or privacy protocol (Section 3.4, Section 3.5)

� presents an FL communication protocol (Section 3.3)

� mentions health or medical use for FL (Section 3.6)

� mentions di�erential privacy (Section 3.5.1)

� mentions multi-party computation (Section 3.5.3)

� mentions homomorphic encryption (Section 3.5.2)

� Empirically investigated

� ML models (Fig. 3(c))

� dataset(s)

� Research question / problem to solve

� Proposed hypothesis or solution

� Results and discussion

3 RESULTS

Fig. 2 shows the PRISMA �ow diagram [109] which describes the process of searching, selecting and excluding papers.

According to the inclusion and exclusion criteria from Section 2.3, papers were selected for full reading and out of the

167 initial papers, 80 were included in this review. The exclusion criteria and the number of papers excluded for each

reason are listed in Table 1.

Table 1. Reasons for paper exclusion and number of corresponding papers

Exclusion Criterion # Papers

Requires sharing private data 3
Requires IID data 4
Federated reinforcement learning 4
Only implementation of FL, or usage as tool 19
Fully decentralised method 9

O� topic 48

Numerical analysis of the included literature resulted in the following observations. First, Fig. 3(a) shows the search

engines used to �nd the papers together with the number of papers included in this review. Note that the total number

of papers is bigger than 80 since some included papers could be found on multiple search engines. More than half of the

papers were found on arXiv, a platform without direct peer-review, which is not surprising since FL is a young and

emerging research topic. Also, notably, only 4 papers on PubMed, a medical paper library, were related to FL, which

points to a lack of papers about the usage of FL in the medical domain. On the other hand, there are 33 selected papers

which at least brie�y mention healthcare as a major bene�ciary of FL application, encouraging more research into that

direction.
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Fig. 2. PRISMA flow diagram

Fig. 3(b) illustrates the number of papers by publication year. Since 2016, the number of papers about FL has been

steadily increasing and assuming the number of papers in the second half of 2019 increases linearly throughout this

year, we can observe an almost exponential growth of the research �eld in terms of the number of published papers per

year.

We also want to provide an overview of ML models that papers used for experimentation with, and evaluation of

their FL approaches. The results are shown in Fig. 3(c), where convolutional neural networks (CNNs) are the most

commonly used models, but also neural networks (NNs) and recurrent neural networks (RNNs) are quite frequent. Less

explored are support vector machines (SVMs) and regression models. Theothermodel types include tree-boosting

systems and collaborative �lter.

Fig. 3(d) shows the number of papers which deal with various defence concepts relevant to FL. All of those concepts

will be properly explained in Section 3.5. We can already observe, that di�erential privacy is most commonly used.

Federated Averaging.In the introduction, we already explained the process of FL as proposed by McMahan et al. [47],

which is widely considered as the initial FL paper (see Fig. 1). To recap, the goal is to train an ML model on a federated

dataset. We will use as an example a neural network model, which is most common in papers included in this review.

We will brie�y introduce the training of neural networks in its most typical way.

Neural networks make predictions by traversing a data point through a net of neurons, multiplying neuron inputs

with the neuron weights and applying anactivation functionlike a recti�ed linear unit (ReLU), until the last (output)

layer determines the predicted label for the input. A well-trained model predicts the labels of all data in the training (and
Manuscript submitted to ACM
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