(will be inserted by the editor)

Preprint - Unpublished - Hasso-Plattner-Institut Technical Report manuscript No.

Geospatial Artificial Intelligence: Potentials of Machine Learning for 3D
Point Clouds and Geospatial Digital Twins

Jiirgen Dollner

Received: 15.09.2019 / Accepted: date

Abstract Artificial Intelligence (Al) is changing fundamen-
tally the way how IT solutions are built and operated across
all application domains, including the geospatial domain. In
this article, we briefly reflect on the term “AI” and outline
the factors such as Machine Learning (ML) and Deep Learn-
ing (DL) that contribute to applying Al successfully for IT
solutions. In the main part we discuss Al for the geospatial
domain (GeoAlI) focussing on 3D point clouds as a key cat-
egory of geodata, describe their properties and discuss its
suitability for ML and DL. In particular, we conclude that
3D point clouds constitute a corpus with similar properties
than natural language corpora and formulate a naturalness
hypothesis for 3D point clouds. We then outline concepts
and examples of ML-based interpretation approaches that
compute domain-specific and application-specific semantics
for 3D point clouds without having to create explicit spatial
models or explicit rule sets. Finally, we will show how ML
enables us to efficiently build and maintain base data for dig-
ital twins of our environment such as virtual 3D city models,
indoor models, or building information models.
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1 Introduction

Artificial Intelligence (Al) is changing the way IT solutions
are designed, built and operated, whereby Al is not being
limited to specific application areas—it is currently finding
its way into all industries [PD19]. In particular, for geospatial
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domains, a fundamental question is how geospatial artificial
intelligence (GeoAl) [Vop+18] can improve existing and
invent new technology for geospatial information systems
(GIS).

1.1 The Term “Artificial Intelligence”

The notion “AI” implies a number of well-known concep-
tual difficulties, such as the definition of “natural”, “human”
or “general-purpose” intelligence; Kelly [Kell7] discusses
these ideas and misunderstandings found in Al In the gen-
eral public, Al is often associated with expectations such as
simulating or overcoming human intelligence. If Al is prag-
matically seen as technological progress, then “Al is going
to amplify human intelligence not replace it, the same way
any tool amplifies our abilities” as recently argued by LeCun
[LeC17].

One of the first Al applications that exemplified these
controversies was ELIZA, the famous first chatbot in com-
puter science built by Josef Weizenbaum in 1966. It is a
speech-based simulation of a psychologist’s interaction with
a patient [Pal14]; Weizenbaum, notably, later became one
of AD’s leading critics. Although ELIZA was intended to
demonstrate the limitations of Al, it was considered a seri-
ous application by the general public at the time, contrary
to the original intention of Weizenbaum. This topic is dis-
cussed further by Copeland [Cop93], who analyzes which
challenges and obstacles Al needs to solve before “thinking”
machines could be constructed. The key to Al is the ability to
think rationally, to discover meaning, to generalize and learn
from past experiences, and to be intelligent by using learning,
thinking, problem solving, perception and languages.

If we look back to IT progress, there was generally never
a sharp border between Al and Non-Al technology. In a sense,
the term “AI” is frequently used to label such technology that
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Fig. 1 Main software engineering contributions to Al.

goes beyond current technology boundaries. Consider, for
example, an autopilot steering an aircraft: In its beginning, it
was perceived as Al, while today it has become a common
operating technical component.

1.2 Al from a Software Engineering Perspective

A software engineering perspective allows us to take a more
specific look at Al. Here, the coincidence of several indepen-
dent developments (Fig. 1) is accelerating the implementation
and use of Al for new IT solutions:

e Big Data: Al and ML require big data to be applied
effectively. For example, ML needs training data, which
is typically distilled from big data. Big data generally is
characterized by a number of criteria, including:

— large data amounts (volume)

— rapid data capturing or generation (velocity)
different data types and structures (variety)
manifold relations among data sets (complexity)
high inherent data uncertainty (veracity).

Big data has turned out to be a key driver for digital
transformation processes as summarized in the famous
but also controversial [Marl8] statement: “Data is the
new oil. Data is just like crude. It’s valuable, but if unre-
fined it cannot really be used.” [HumO6] In that respect,
geospatial data is big data and the “oil” for the geospatial
digital economy. A range of approaches exist to capture
and simulate data about our geospatial reality.

o Analytics: Analytics is the science of analytical reason-
ing that aims at providing concepts, methods, techniques,

and tools to efficiently collect, organize, and analyze big
data. Its objectives include to examine data, to draw con-
clusions, to get insights, to acquire knowledge, and to
support decision making. For all variants such as descrip-
tive, predictive, and prescriptive analytics, ML plays a
key role to process, understand, and classify data.

e Hardware: The growth of Al comes along with com-
modity graphics processing units (GPUs) that are evolv-
ing to become high performance accelerators for data-
parallel computing. Further, there is a growing number
of purpose-built systems for DL with fully integrated
hardware and software (e.g., NVidia DGX/HGX).

e Machine Learning: ML acquires knowledge by build-
ing mathematical models based on training data, which
are used to predict labels for input data. The underlying
model “may be predictive to make predictions in the fu-
ture, or descriptive to gain knowledge from data, or both”
[Alp14].

e Deep Learning: DL, a specific form of representation
learning, which in turn is a specific form of ML, is based
on Artificial Neural Networks (ANNs) such as Convo-
lutional Neural Networks (CNNs) [GBC16]. It builds
representations expressed in terms of simpler representa-
tions, i.e., we can build complex concepts out of simpler
concepts. “It has turned out to be very good at discovering
intricate structures in high-dimensional data and is there-
fore applicable to many domains of science, business and
government” [LBH15].

1.3 Machine Learning

If ML is applied, we do not explicitly program the solution,
i.e., ML does not rely on explicit or procedural problem
solving strategies but is based on processing and analyzing
patterns and inference. Techniques can be classified into su-
pervised ML, unsupervised ML, and reinforcement learning.
Supervised ML provides labels for a given set of data based
on a previously acquired knowledge by means of labeled
training data, while unsupervised ML builds models only on
input data without any corresponding output data [Alp14].

Frequently, ML-based solutions describe the input data
by means of feature vectors, i.e., by n-dimensional vectors
whose numerical components describe selected aspects of
a phenomenon to be observed. The feature space builds a
corresponding high-dimensional vector space; techniques for
dimensionality reduction allow us to manage, process, and
visualize that space.

These concepts can be best understood by a simple, ab-
stract example. For data analysis, consider a data labeling
that generally takes place as a one-step mapping of an input
datset | by an explicitly programmed function f:






