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Design, implementation, and operation of services for interactive 3D geovisualiza-
tion are faced with a large number of challenges including (a) processing and integra-
tion of massive amounts of heterogeneous and distributed 2D and 3D geodata such
as terrain models, buildings models, and thematic georeferenced data, (b) assembling,
styling, and rendering 3D map contents according to application requirements and de-
sign principles, and (c) interactive provisioning of created 3D maps on mobile devices
and thin clients as well as their integration as third-party components into domain-
specific web and information systems. This report presents a concept and implemen-
tation of a service-oriented platform that addresses these major requirements of 3D
web mapping systems. It is based on a separation of concerns for data management,
3D rendering, application logic, and user interaction. The main idea is to divide 3D
rendering process into two stages. In the first stage, at the server side, an image-
based representation of the 3D scene is created by means of multi-layered virtual 3D
panoramas; in the second stage, at the client side, the 3D scene is interactively recon-
structed based on these panoramas. Beside the interactive client introduced earlier,
scalable variant for provisioning of virtual 3D city models is described, that utilizes the
capabilities of our rendering service for data preparation.

1 Introduction

The availability of 3D geodata, its volume and its quality are constantly growing. There-
fore, a high quality 3D visualization of massive and detailed data sets represents a
computationally expensive task: It consumes large amounts of main memory, disk,
network, CPU, and GPU resources in order to deliver an interactive user experience
and a constantly good visual quality. For distribution of such 3D contents in a web envi-
ronment, two principal concepts can be found in existing 3D web mapping approaches,
client-side 3D rendering, i.e., assembly and streaming of 3D display elements such as
3D geometry and textures by a 3D server, whereby the corresponding 3D clients man-
age scene graphs and perform real-time 3D scene rendering (e.g., Google Earth, OGC
W3DS); and server-side 3D rendering, i.e., assembly and rendering of 3D display ele-
ments by the 3D server, which delivers views of 3D scenes to lightweight clients (e.g.,
OGC WVS).

Taking into account the increasing complexity and size of geodata for 3D maps
(e.g., complex 3D city models), the need for high-quality visualization (e.g., illustrative
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or photorealistic rendering), and rapidly growing use of mobile applications (e.g., smart
phones and tablets), these principal concepts are faced by fundamental limitations:
client-side 3D rendering fails to provide fast access to massive models due to band-
width limitations and cannot guarantee high-quality rendering results as the graphics
capabilities of nearly all mobile devices differ significantly, while a pure server-side 3D
rendering is inherently limited with respect to interactivity and does not take advantage
of todayaAZs mobile device graphics capabilities.

In this report i will present a framework based on a Web View Service as core com-
ponent encapsulating the complexity of 3D model data and computer graphic tech-
nigues. Conventional techniques for visualization of 3D geodata, in particular virtual
3D city models, are built upon client-side rendering of 3D geometry and texture data
transmitted from remote servers to client applications. These approaches are usually
limited in terms of complexity of models and the visual quality they can provide, since
high-end computer graphic technique demand for state of the art 3D hardware.

Utilizing this type of service as a basis for client applications allows for provisioning
high quality visualization of 3D model data of nearly arbitrary sizes on devices and plat-
forms, that would otherwise not be able to provide usable, high-quality 3D visualization.
Through externalizing image-generation from client side on server side, a consistent
presentation of 3D geodata is possible, regardless of client hardware or software.

Approaches for image-based client applications presented earlier, are allays bound
by the performance of the underlying rendering server system in order to provide a
fully interactive user experience. In applications, this full 3D interactivity is often not
necessary and leads to a larger complexity for users regarding camera interaction.
Therefore, in Section 5, we introduce a scalable application that was implemented for
mobile devices as well as for web browsers. These applications addresses these two
challenges, be limiting the possible camera interaction. This allows to pregenerate the
necessary image data that has to be transmitted to clients.

The remainder of this report is organized as follows. Section 2 introduces related
work in the are of image based remote visualization. Section 3 introduces the specific
challenges that arise when building service-based visualization system in more detail.
Section 4 describes briefly the overall architecture of the visualization system which
forms the basis of my work. Finally, an outlook of planned future work concludes this
report in Section 6.

2 Related Work

The interoperability of systems and applications dealing with geodata is an central is-
sue in order to build systems out of interoperable software components for geodata
access, processing, and visualization. Beside a common understanding on informa-
tion models [3], definitions of service interfaces are necessary. The Open Geospatial
Consortium (OGC) defines a set of standardized services, models, and formats for
geodata encoding and processing. For example, a Web Feature Service (WFS) [16]
can provide geodata, encoded in the Geography Markup Language (GML) [13] or City
Geography Markup Language (CityGML) [6], and processed by a Web Processing
Service (WPS) [15]. For geovisualization processes a general portrayal model is pro-
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vided by the OGC that describes three principle approaches for distributing the tasks of
the general visualization pipeline between portrayal services and consuming applica-
tions [1,7]. While the OGC Web Map Service (WMS), providing map-like representa-
tions of 2D geodata, is widely adapted and used, 3D geovisualization services have not
been elaborated to a similar degree. Several approaches for 3D portrayal have been
presented [2]. Two types of 3D portrayal services, currently discussed in the OGC con-
text, can be distinguished: Web 3D Service (W3DS) [14]: It handles geodata access
and mapping to renderable computer graphics primitives (e.g., textured 3D geome-
try represented by scene graphs) and their delivery to client applications. Web View
Service (WVS) [8]: It encapsulates the image generation process (i.e., it implements
the geovisualization pipeline) of 3D models, delivering rendered image representations
("portrayals") to client applications.

By focusing on developing international standards for 3D Portrayal, an interopera-
ble, service-based system can be built, that allows replacing component implementa-
tions selectively with other implementations. Further, system components, especially
a 3D rendering service or a W3DS instance can be reused in other systems. Several
approaches exist for remote rendering of 3D virtual environments [4,12].

Mostly, they rely on constant transmission of single images [17] or video streams [10,
11] to client applications. In contrast to those applications that are completely depen-
dent on the current data throughput of the network connection, our approach uses a
latency hiding technique. This technique allows for a continuous user interaction op-
erating on the locally available data also in situations with very low data transmission
rates between 3D rendering server and clients. Another approach is to manage and
render a low resolution 3D model on client side, to allow users to explore the model
interactively; when interaction stops, remote rendering is used to create and display an
image of the high-resolution 3D model [9]. For delivery of, e.g., large-scale textured 3D
city models, this approach is not suitable, since a transmission and rendering of low
resolution model representations on client-side would still exceed network and client-
side rendering capabilities. In approach an image-based 3D approximation of a model
is created by the client, using image data transmitted from a 3D rendering service.

3 Challenges

Design, implementation, and operation of interactive 3D geovisualization services are
faced with a number of challenges including:

Data processing and integration Massive amounts of heterogeneous and distributed
2D and 3D geodata such as terrain models, buildings models, and thematic geo-
referenced data form the basis for 3D maps. This data has to be processed for
visualization and integrated into the overall visualization system in order to be
combined in a 3D map.

3D map content assembly, rendering and styling To communicate spatial and geo-
referenced information, 3D map content must be selected, styled and rendered
according to application requirements and design principles.
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Interactive provisioning Created 3D maps should be available on mobile devices
and thin clients in an interactive manner. Further, third-party vendors should
be able to integrate 3D maps as components into their domain-specific web and
information systems.

Interoperability A system for 3D web mapping should rely on established standards
in terms of data formats and service interfaces.

Upscaling When it comes to publishing of high-quality 3D visualization of 3D geo-
data, there should be a way to provide at least parts of the functionality to large
numbers of concurrent users.

In particular, challenge (c) influences the way a service-oriented system for 3D
mapping can be built. Large amounts of data have to be transmitted, processed, and
stored for generating a useful 3D map, common client applications have to scale with
the size of the underlying 3D model, because they deal with the massive amounts and
the complexity of model data on client side. In order to provision 3D maps on a large va-
riety of devices with heterogeneous hardware and software capabilities and undefined
as network connection speed, the effort of processing, transfer, and rendering of 3D
map content should be decoupled from a client application, while still providing a user
with an interactive user experience. This diversity and performance considerations is
especially an issue, when designing applications for mobile devices or browser-based
3D mapping solutions. Clients for these platforms should provide a equally high visual
quality, regardless of the capabilities of the individual device or platform.

4 A Service-based 3D Visualization System

An architectural overview over the system is provided in Figure 1. There are many
heterogeneous sources and formats for 3D geodata, many of them are not optimized
for visualization purposes, although containing information about the detailed visual
appearance of features. In order to be rendered efficiently by the 3D rendering service,
the different formats are translated into an intermediate format that fulfills two require-
ments: (a) allow for highly efficient rendering of massive data amounts on the one hand
side and (b) maintains the semantical structure of the original geodata in order to al-
low for professional applications requiring access to the underlying data sources and
their structure. The Preprocessing service provides this type of functionality. In course
of the preprocessing, a database is built up, containing meta informations, such as
the coordinate bounding box, parent-child relation of objects, their type (e.g., building,
road, city furniture, etc.), and a mapping from the original id of an imported feature and
the assigned object id that is later used for rendering.

The resulting data format allows for a consistent implementation of 3D rendering
techniques, since these can be built against a widely consistent kind of data (e.g.,
numerical scale of coordinates, geometry structure, and texture format). This eases
the development of graphical stylizations and real-time rendering techniques for the
3D rendering service implementation significantly. The 3D rendering service, as core
component of the service-based visualization system, creates rendered images of 3D
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geodata. It integrates data locally available preprocessed data as well as data avail-
able from external services, such as map data from standardized Web Map Services
or 3D model data from Web 3D Services. The integration of external data services
for provides more flexibility for visualization applications using the 3D rendering ser-
vice. Especially, constantly changing, dynamic data, such as vehicle positions or water
levels, can be integrated without a prior translation into an intermediate data format.
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Figure 1: Architecture of a service-based system for 3D geovisualization. The 3D
Rendering Service encapsulates the visualization pipeline for geodata and hides away
the complexity of dealing with large, complex structured, and possibly distributed data
sets.

To provide client applications that are both, universally applicable in different work-
ing processes and interactively manageable, an application configuration service is
used to setup 3D rendering servers as well as corresponding client applications. Appli-
cation specific configuration of multi purpose client applications is done remotely. This
allows us to provide an individual application configuration, including, e.g., appropriate
model data, map data, styling effects or predefined, or generated camera positions, for
specific users, roles, or use cases.

4.1 Stylization of 3D Contents

Stylization of 3D maps is one of the main issues of the 3D map generation process. It
supports the efficient communication of geoinformation. In our 3D rendering service,
we support flexible stylization of 3D map contents. For this it provides a number of
options to style the 3D maps. Specific textures can be applied to each model element,
e.g., a terrain model can be textured using different 2D maps. Further, different 3D
rendering effects can be applied per model element, e.g., a specialized rendering for
planned constructions. Additionally, the 3D rendering service offers so called image
styles that affect the overall appearance of the 3D scene.

This stylization is implemented as an image-based post-processing executed after
the 3D rendering of the scene geometry and textures has been performed. Data from
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Figure 2: Examples for different stylization applied to a 3D scene: a) Without any
explicit stylization. b) With a self shadowing effect that improves depth perception c)
an image abstraction effect, removing details from surface textures.

different image layers is used together with additional configuration options to config-
ure the image stylization effect, e.g. the id of a scene object to be highlighted by a
halo effect. Stylization effects are implemented efficiently using the graphics hardware.
Unnecessary copy operations of source image-layers are avoided by reusing them on
the graphics card without prior download into the main memory. This way, the graphics
hardware of the rendering server is used in a very efficient way for image-based com-
putations, e.g., non-photo-realistic rendering. Examples for image-based styling are
depicted in Figure 2.

The image-based stylization has one major advantage compared to conventional
techniques for 3D-stylization: The computational complexity does not depend on the
model size and complexity. The computational costs are mainly dependent on the
resolution of the source and target images and the complexity of the desired effect.
Image-based techniques can also be used to visualize thematic data, e.g. through
projection of image data or applying color values for certain objects encoding specific
data values.

5 Thin-Clients for Map-Like Visualization of 3D Geo-
data

Integration of 3D visualization of geodata in a variety processes and application areas,
e.g., in city planing, infrastructure management, tourism or city marketing, gains more
and more importance. In contrast, the problem of provisioning, deployment and scaling
3D visualization applications for a large scale audience (e.g., thousands of concurrent
users) in a cost efficient way remains a challenging task. Existing approaches for 3D
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visualization of geodata often require a client system that is capable of performing
complex 3D rendering for massive amounts of data. The server-side requirements and
especially the complexity of implementing high-quality rendering techniques for a large
number of highly heterogeneous client hardware and software platforms makes it very
hard to implement a usable 3D visualization component that can be integrated into third
party applications.

Recently, we presented a client application that reconstructs a lightweight represen-
tation of a complex server-side model in order to allow and interactive user exploration
and free navigation in 3D world [5]. While this kind of application addresses a lot of
issues that arise when massive amounts of 3D geodata, such as virtual 3D city models,
is used in mobile or web-based visualization applications, the issue of the complexity
of 3D navigation in 3D geovirtual environments remains. To address this issue, and to
provide a solution for exploring 3D city models in connection with related 2D and 3D
application data, we created a map-like visualization that uses image data that can be
pregenerated while still keeping the connection between underlying 3D geometry and
the semantic data they represent. Therefore we use parts of the framework presented
in Section 4, in particular preprocessing and rendering services, to generate tileable
views of a 3D dataset. A restriction of user interaction, conceptually to a motion in
parallel to the earth’s surface and a modification of the distance between surface and
camera, makes it possible to create sets of image tiles for applications that cover a
specific spatial region. In contrast to earlier clients, which where using a conventional
perspective projection for image generation, this application works with an orthographic
projection. In this way, it is possible to generate we can create a specific image for each
numbered spatial region (image tile). This way, each tile does exclusively contain a cer-
tain part of the overall model geometry. A script is used to generate all tiles for a spatial
region, in our case the region covered by the city model of Berlin, in several discrete
zoom levels (discrete distance steps for surface-camera distance).

The files for image tiles are organized in conformance to the Tiles Map Service, as
a quasi standard for providing a simple access scheme for tiles georeferenced image
data. The corresponding client application, depicted in Figure 3, requests tiles that are
needed for the current zoom level and visible spatial region.

Besides the efficient visual presentation of 3D geodata, linkage of the visual entities
and their underlying geodata plays a major role for visualization solutions to be applica-
ble in every day working processes. Therefore, images containing object identifiers for
an color image tile are generated. They can be used to get object identifiers for specific
positions given in pixel coordinates for single tiles. The rendering service instance is
then able to map these identifiers back to the original identifier in the source dataset.
Besides these capabilities for data access, id images can be utilized for rendering ef-
fects on client side, e.g., highlighting of single objects.

6 Conclusions and Future Work

In this report | presented a service-based framework for 3D portrayal of 3D geodata
implementing the 3D visualization process. Using the extended image generation ca-
pabilities of the 3D Rendering service, significant amounts of computational complexity
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Figure 3: Example for a Web-based Visualization of the virtual 3D city model of Berlin
created using the service pipeline. The created map-like visualization can be arbitrarily
styled and customized. Underlying image data can be pregenerated in order to serve
a large number of clients.

can be implemented on server-side, allowing for a more resource efficient implementa-
tion of client applications. Besides interactive, image-based, real-time 3D-clients pre-
sented earlier, map-like applications using pregenerated image-data provide further
advantages with regard to server-side effort. Generated image-tiles can be served
easily for a large number of users, e.g. by using highly scalable cloud storage services.

The next steps in research on our framework for service-based 3D visualization will
be to perform performance tests and evaluations for several large-scale datasets in
order to reveal potential for further optimizations and extensions to the overall system
and explicitly to interactive client applications. Measuring the performance of the ser-
vice based visualization system will be part of my work during the next month. Both,
the performance of the rendering service itself, as well as the performance of the over-
all image-based visualization system need to be explored in more detail in order to
identify possible bottlenecks, arising, e.g., from client accessing the rendering service
concurrently.

Further we see, that 3D interaction and rendering techniques that support latency
hiding seem promising in order to improve the overall user experience of image-based
3D visualization applications. Within the next term i am therefore going to focus on
such techniques in connection with specific rendering technique for that purpose.
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