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Large-Scale Evaluation of Topic Models and Dimensionality
Reduction Methods for 2D Text Spatialization
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Fig. 1: Two-dimensional scatter plots derived from topic models and a subsequent dimensionality reduction algorithm. Each point
represents the merged source code files of a software project from GitHub. The color indicates the associated class of the software
project, e.g., shell, or frontend. The values « and 8 correspond to our aggregated accuracy and perception metric, respectively.

Abstract—Topic models are a class of unsupervised learning algorithms for detecting the semantic structure within a text corpus.
Together with a subsequent dimensionality reduction algorithm, topic models can be used for deriving spatializations for text corpora as
two-dimensional scatter plots, reflecting semantic similarity between the documents and supporting corpus analysis. Although the
choice of the topic model, the dimensionality reduction, and their underlying hyperparameters significantly impact the resulting layout, it
is unknown which particular combinations result in high-quality layouts with respect to accuracy and perception metrics. To investigate
the effectiveness of topic models and dimensionality reduction methods for the spatialization of corpora as two-dimensional scatter
plots (or basis for landscape-type visualizations), we present a large-scale, benchmark-based computational evaluation. Our evaluation
consists of (1) a set of corpora, (2) a set of layout algorithms that are combinations of topic models and dimensionality reductions,
and (3) quality metrics for quantifying the resulting layout. The corpora are given as document-term matrices, and each document
is assigned to a thematic class. The chosen metrics quantify the preservation of local and global properties and the perceptual
effectiveness of the two-dimensional scatter plots. By evaluating the benchmark on a computing cluster, we derived a multivariate
dataset with over 45000 individual layouts and corresponding quality metrics. Based on the results, we propose guidelines for the
effective design of text spatializations that are based on topic models and dimensionality reductions. As a main result, we show that
interpretable topic models are beneficial for capturing the structure of text corpora. We furthermore recommend the use of t-SNE as a
subsequent dimensionality reduction.

Index Terms—Text visualization, spatialization, dimensionality reduction algorithms, topic modeling.
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Text data is generated in large quantities in numerous application do-
mains, e.g., social media, news articles, scientific articles, and literature.
Given a set of documents, a so-called corpus, numerous text visual-
izations have been proposed to support users in various analytic tasks,
e.g., summarization, sentiment analysis, or exploration [42]. In order
to “leverage the cognitive benefits from cartography as an established
body of knowledge for information visualization”, many text visual-
ization techniques rely on a map-like metaphor, i.e., “a map imitation
that makes spatialized data appear more like a cartographic map by
emphasizing spatial context” [36]. To derive a spatialization, which
“encode[s] similarities, [by] mapping each data item to a point on the
visual space such that the relative pairwise proximities reflect at best the
corresponding pairwise similarities” [55], different Topic Models (TMs)
and Dimensionality Reductions (DRs) are applied for generating two-
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Table 1: Examples of text visualizations that rely on a two-dimensional
layout derived from a TM and a DR.

Visualization ™ tf<idf DR linear combination
Skupin [66] VSM X SOM X
Kuhn et al. [44] LSI X MDS X
Fried et al. [31] LSI v MDS X
Caillou et al. [13] LSI v UMAP X
Kim et al. [40] NMF X t-SNE X
Chooetal. [17] NMF X t-SNE X
Linstead et al. [47] LDA X MDS X
Gansner et al. [33] LDA X MDS X
Atzberger et al. [7,8] LDA X MDS v
Kucher et al. [43] LDA X t-SNE X
Yan et al. [80] LDA X t-SNE X

dimensional layouts for a corpus. Starting from the Document-Term
Matrix (DTM) representation of a corpus, which stores the frequency
of the terms within each document, TMs aim to detect clusters within
the vocabulary, so-called topics, by analyzing patterns of co-occurring
words [19]. Thereby, TMs are specified by several hyperparameters that
control the underlying model and the training algorithm. As a result,
TMs yield a high-dimensional vector representation of the documents,
which are further projected to a lower-dimensional space by a DR for
visualization. Table 1 lists examples of text visualization techniques
using a two-dimensional spatialization derived from a TM and a DR.
To summarize, starting from a high-dimensional description of the
documents within a corpus that stores the term frequencies, combining
a topic model and a subsequent dimensionality reduction results in
a two-dimensional scatter plot, where each point represents a single
document.

A visualization designer has to select a TM and a DR and specify
the corresponding hyperparameters. Figure 1 shows exemplarily that
the concrete choice of the combination and assignment of the hyperpa-
rameters strongly influences the resulting layout regarding clustering
and global structure. TMs and DRs are often treated as a “black box”
without thoroughly investigating the effect of the hyperparameters. In
most cases, publications presenting a text visualization focus on the
visual mapping, whereas a comparison of several possible layouts is
usually omitted. Other studies that focus on deriving guidelines for the
effective use of DRs for visualization tasks have not yet considered
TMs. We close this gap by investigating the influence of TMs and DRs
on the spatialization of text visualizations. The research space of TM,
DR, and test data set is extensive. We narrow down this large exper-
imental space by means of a computing cluster and a representative
selection of relevant methods. This is, to the best of our knowledge, the
most comprehensible experimental evaluation in this area.

We present a benchmark B = (D, £, Q) composed of a set of cor-
pora D, layout algorithms £, and quality metrics Q. The set D contains
five corpora, each given by a DTM, with assigned class labels for each
document. Each layout in £ emerges from a combination of a TM and
a subsequent DR. The set £ comprises 52 different layout algorithms
composed of 13 TMs and 4 DRs. The metrics in O quantify the preser-
vation of local and global structures of the high-dimensional corpora in
the two-dimensional layout and their cluster separation. We quantify
each layout and the influence of their hyperparameters by performing a
grid search using a computational cluster. We derived a tabular dataset
from the execution of the benchmark with more than 45 000 sampled
layouts and their quality scores. Based on the dataset, we show the
performances with respect to accuracy and the effectiveness to perceive
clusters and propose guidelines for the effective use of TMs and DRs
for the spatialization of corpora. To summarize, we make the following
contributions:

1. We provide a benchmark of five corpora, 52 layout algorithms,
and eight quality metrics for evaluating the use of TMs and DRs
for two-dimensional text spatialization. We provide our imple-

mentation as a Git repository!.

2. We generate a large multivariate dataset with more than 45 000
entries containing the quality score of different hyperparameter
configurations. We selected the range of the hyperparameters
following the recommendations of the used libraries.

3. We provide high-level insights into the aggregated performances
and propose guidelines for the practical use of TMs and DRs.

The remaining part is structured as follows: we present related work in
Section 2. The structure and composition of our benchmark, together
with technical details on the execution, are detailed in Section 3. In
Section 4, we analyze the resulting multivariate dataset. We discuss
the results and present guidelines together with threats to validity in
Section 5. We conclude this work and present directions for future
work in Section 6.

2 RELATED WORK

Several text analysis tasks, e.g., text classification [2], text summariza-
tion [54], or text clustering [3], rely on TMs for modeling documents
within a corpus. In most cases, TMs are evaluated using statistical
measures, €.g., perplexity or coherence scores [60], or by asking users
about the interpretability of the derived topics [48]. Although TMs are
often part of text visualizations or intended to be represented by a visu-
alization, e.g., for topic comparison [5, 64,79], for topic evolution [21],
or corpus exploration [25, 58], in most cases TMs are not evaluated.
An exception is the work of Riehmann et al., who showed in an expert
study that the topics extracted by LDA do not match the list that experts
curated [59]. DRs are among the popular techniques for visualizing
high-dimensional data, e.g., by computing a set of scatter plots [46], or
by computing two-dimensional layouts as shown in Table 1. Thereby,
DRs are widely evaluated and discussed in previous surveys with dif-
fering foci: surveys that focus on the mathematical principles of DRs
and quantitative studies. In the latter, either the accuracy of DRs, i.e.,
the preservation of local and global structures, or the effectiveness of
the resulting layout for human perception are investigated.

2.1 Mathematical Surveys of Dimensionality Reductions

One of the earlier surveys on DRs with a mathematical introduction
was presented by Fodor [30]. Using a similar approach, Cunningham
and Ghahramani discussed several linear DRs [20]. Further, Engel
et al. presented a survey of basic DRs from a visualization point of
view [26]. In addition to the theoretical alignment of the individual
DRs, the authors also compare their underlying assumptions, online
compatibility, and computational cost. Nonato and Aupetit recently
presented a comprehensive survey of DRs specific to the visualization
domain [55]. In addition to a detailed taxonomy of DRs, distortion
types, analytics tasks, and layout enrichment methods, the authors
formulate guidelines on choosing a DR for a given analytics task.
Unlike our work, the authors additionaly formulate guidelines derived
from their proposed taxonomy and the constraints on mathematical
properties of the DRs, rather than from experimental results.

2.2 Evaluating Dimensionality Reductions for Accuracy

One method for assessing visualization techniques is to define aspects
of quality and derive quality metrics for quantitative measurements [11].
To derive guidelines for the effective use of DRs for visualization tech-
niques, benchmarks that evaluate a large number of different layouts
have been proposed. One quality aspect for DRs is the accuracy, i.e., the
preservation of local and global structures from the high-dimensional
dataset in the low-dimensional representation, for which different met-
rics have been developed [53]. For example, van der Maaten et al.
proposed a benchmark for comparing different DRs [68]. Their study
compared the quality of twelve non-linear methods with Principal Com-
ponent Analysis (PCA) on ten different datasets by measuring three
quality metrics. As a main result, the authors showed that the non-linear
methods did not outperform PCA. However, t-SNE and UMAP were
not included in the benchmark. One study by Gisbrecht and Hammer
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Table 2: Characteristics for the five datasets in our benchmark containing
the number of documents m, the median size of the documents N, the
size of the vocabulary n and the number of categories k. The size repre-
sents the size of the raw dataset given by m-n -8 byte. This measurement
neglects program overhead and memory required by the DR and TM.

Dataset Size m N n k

20 Newsgroup 575.9MiB 11314 176 6672 20
Emails 486.0MiB 9111 182 6992 4

GitHub Projects ~ 2024.5MiB 653 52635 405117 8
Reuters 205.5MiB 9122 102 2953 65

Seven Categories 993.8MiB 3127 396 11373 7

presents the mathematical principles of non-linear DRs and an eval-
uation of their performance on three datasets [35]. In particular, the
authors investigate the influence of individual hyperparameters on the
quality of the resulting layouts. Recently, Espadoto et al. presented an
architecture for a DR benchmark to support users in selecting appro-
priate DRs and allow researchers to assess new methods [29]. Further,
the authors evaluated the benchmark to derive insights and best prac-
tices for the effective use of DRs for visualization tasks [28]. Their
benchmark comprises 18 datasets, 44 dimensionality reductions, and
seven quality metrics. Although the authors consider text data as one
of three types besides tabular and image data, their benchmark does
not consider TMs. Similarly, Vernier et al. followed this approach and
investigated which DRs are suitable for visualizing dynamic data [71].
For this purpose, the benchmark was extended by metrics that measure
the temporal stability of the generated layouts. Until then, the assess-
ment of temporal stability was approached by human judgement [34].
In a later work, Vernier et al. extended their benchmark by two versions
of t-SNE that improved spatial quality and temporal stability [70].

2.3 Evaluating Dimensionality Reductions for Perception

Complimentary to accuracy metrics, perception metrics quantify the
effectiveness of a two-dimensional layout for perceiving structures,
e.g., class separation [4,62]. Morariu et al. presented a benchmark
for investigating how quality metrics are suitable to describe the visual
appearance of two-dimensional layouts derived from DRs [53]. For
this purpose, rankings provided by study participants were used as
labels to predict user preferences given quality metrics. Similarly,
Xia et al. presented a convolutional neural network for modeling the
human perception of visual clusters [77]. Their model is trained on a
human-labeled dataset and a qualitative study determining influence
factors for cluster perception. Using a similar approach, Wang et al.
combined quantitative measurements and human judgments to evaluate
their proposed perception-driven DR to maximize the perceived class
separation [73]. Xia et al. presented a contrastive DR approach that
considers accuracy metrics in addition to optimizing visual cluster
separation by measuring three perception metrics [76]. In addition to
a quantitative assessment through metrics, Xia et al. showed, through
a user study, that their approach outperformed t-SNE and UMAP in
the task of cluster identification. A further work that relies on a user
study was presented by Sedlmair et al. who investigated to what extent
3D scatter plots or scatter plot matrices improve the perception of
cluster separation, compared to 2D scatter plots [63]. Similarly, Xia
et al. conducted a user study to investigate which DRs are suitable for
visual cluster analysis tasks, e.g., cluster identification, membership
identification, distance comparison, and density comparison [78].

3 BENCHMARK B

Neither the surveys nor the evaluations of the existing benchmarks
consider TMs as components of the layout process. Even for DRs
developed for visualizing text corpora, TMs were not considered in
their evaluation [16,37]. Our work addresses this gap by evaluating a
benchmark that explicitly considers text corpora and TMs as essential
layout components. The idea of such a benchmark was previously
proposed by Atzberger and Cech et al. [9]. The authors proposed
a benchmark B = (D, L, Q), consisting of a set of text corpora D,

a set of layouts £, and a set of quality metrics Q. We revised and
extended this approach with respect to the following three aspects: (1)
we only consider corpora in D, where the given categories correspond
to semantic concepts. (2) Our layouts £ contain additional TMs but
focus on a subset of the proposed DRs. (3) In addition to accuracy
metrics, our set of quality metrics Q further contains measures for
quantifying the perceptual effectiveness of the resulting layout.

3.1 Datasets D

Our set D contains five corpora, whose characteristics are summarized
in Table 2. Each element D = (C, P) € D is given as a pair consisting
of a corpus C = {dy,...,dy} and a partition P = {cy,...,c}, i.e., a
disjoint decomposition of C in k classes. The corpus C consisting of m
documents djy,...,dy, over a vocabulary Vp of size n = |Vp| is given
as a DTM, in which the entry in cell (i, j) indicates the frequency of
the term w; € Vp in document d;. The elements in a class ¢ € P are
documents that belong to a higher-level concept.

Four of the five corpora in D are preprocessed versions of the com-
monly used datasets 20 Newsgroup®, Emails’, Reuters®, and Seven
Categories. We applied standard preprocessing steps, e.g., removal
of stop words and the lemmatization of the vocabulary, and additional,
dataset-dependent steps, e.g., removing the email header in the 20
Newsgroup dataset. For details, we refer to our Git repository. Our fifth
dataset covers the domain of software visualization. Previous work has
shown that source code is suitable for text analysis by TMs [10, 15].
As one corpus on source code, we propose a GitHub Projects corpus
containing 653 documents from eight categories, i.e., where each docu-
ment contains the merged source code files of a software project that
belongs to one particular GitHub topic®. Based on the file extension,
we detect source code files written in one of the following languages:
C, C++, C#, Go, Java, JavaScript, Move, PHP, Python, Ruby, Rust, or
Solidity. Thereby, we collected the 100 most popular projects ranked
by stars’ for each of the following GitHub topics: cryptocurrency,
data-visualization, machine-learning, frontend, database, shell, server,
and 3d. As we assume a disjoint partitioning, we consider only the first
mention of a project within the query results. Most remarkable is the
large size of the vocabulary n as shown in Table 2. This is because,
before preprocessing, terms are included, such as short identifier names,
which do not occur in English. In addition to the usual preprocess-
ing, source code-specific operations are performed, such as separating
identifier names according to standard naming conventions and filter-
ing keywords of programming languages as they carry no semantic
meaning. Ideally, after preprocessing, the vocabulary contains all En-
glish language words that occur as comments or identifiers. However,
whether the term originates from a comment or an identifier name is
not distinguished. This procedure is typical for the application of topic
models to source code [15].

3.2 Layouts £

The elements of the set of layouts £ originate from combinations
of a TM and a subsequent DR. Training a TM on a given corpus,
given by a DTM, yields a document representation in a Euclidean
standard space of dimensionality < n. The high-dimensional document
representations are projected using a DR on a two-dimensional plane.
Particular combinations applied in existing visualization approaches
are summarized in Table 1.

3.2.1

From the DTM description of a corpus, each document is given as
an n-dimensional vector containing the absolute frequencies of each
term. Together with a similarity measure between documents, this
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representation is denoted as the Vector Space Model (VSM) [19]. In
our considerations, we use the cosine similarity for documents, as it
allows the comparison of documents of different lengths. However,
the DTM only contains the absolute frequencies of a term regardless
of whether the term is also frequently represented in other documents.
In practice, however, the terms represented in only a few documents
often indicate an underlying concept and are particularly relevant. By
weighting the entries in the DTM according to the term frequency-
inverse document frequency (tf-idf) scheme, the VSM can be modified
to incorporate this effect [3]. Specifically, the tf-idf of a term w in
document d € C is given by the product of the term-frequency of the
term w in d and the inverse-document-frequency of wind, i.e.,

R N S <
st~ L0 (et )
d'eC

where n(w,d) denotes the frequency of term w in document d.

The DTM is a sparse matrix, i.e., most entries are zero, as documents
usually contain a small fraction of the entire vocabulary. Most TMs
aim to find a more compressed representation of the DTM by grouping
co-occurring words into topics. Algorithms that detect topics as part
of their results are called topic models. Topics are thereby given as
vectors of size n, with the i entry containing a weight that describes
the impact of term w; for the topic. From the most relevant words,
a human-interpretable concept can be inferred in most cases. In that
sense, the VSM and its tf-idf weighted variant are not a topic model. In
our considerations, we will cover four different topic models described
below. However, in the following, when talking about the evaluation of
all TMs, we also include the VSM and its tf-idf weighted variant. For
example, Latent Semantic Indexing (LSI) is based on Singular Value
Decomposition (SVD), which results in a decomposition of a given
DTM into a document-topic matrix and a topic-term matrix [23]. In
practice, tf-idf weighting is often applied to increase the interpretability
of the topics. Another linear algebra approach for topic modeling is
Non-Negative Matrix Factorization (NMF), where the DTM or its tf-
idf-weighted variant is approximated as a product of two matrices, i.e.,
a document-topic matrix and a topic-term matrix [45]. Latent Dirich-
let Allocation (LDA) is a probabilistic approach for topic modeling
and is probably the most widely used TM in the visualization domain.
LDA is based on the assumption of a generative process underlying
a corpus. Training an LDA model results in topics that are given as
multinomial distributions over the vocabulary. Further, each document
is represented as a multinomial distribution over the topics [12]. As
documents are given as distributions, we specifically apply the Jensen-
Shannon distance for measuring the similarity between documents. As
LDA is a probabilistic model, we do not replace the DTM with the
tf-idf weighted entries. As the last TM, we integrated Bidirectional
Encoder Representations from Transformers (BERT), which is a deep
learning-based approach for topic modeling that is known to generate
easily interpretable topics [24]. Unlike the other TMs, each document
is described as a high-dimensional vector associated with exactly one
or zero topics. The topics are then derived from these associations
using a class-based tf-idf weighting. In the case of BERT, the similarity
between documents is again given by the cosine similarity. Accord-
ing to our survey of works, these methods are representative of topic
extraction in a significant part of the document visualization literature.

3.2.2 Dimensionality Reductions

As DRs, we consider t-SNE and UMAP, as they have shown promising
results in earlier studies [28]. We further consider MDS and SOMs,
as they are widely used in the text visualization domain, as shown in
Table 1. Although many more dimension reductions exist, we limit
our considerations to these four for capacity reasons. t-distributed
Stochastic Neighbor Embedding (t-SNE) is a DR designed to preserve
local structures within a dataset [67]. This is accomplished by assum-
ing a Gaussian distribution centered around each point in the given
high-dimensional space, representing the probability of picking another
point as a neighbor. The number of effective neighbors considered is

controlled by the perplexity hyperparameter, which allows to trade off
local and global properties. The main goal of t-SNE is the preservation
of neighborhoods in the low-dimensional representation with respect to
a t-distribution. The final layout is obtained by an iterative optimization
process that minimizes a stress function that measures the difference
in overall similarity scores derived from the respective distributions.
Uniform Manifold Approximation and Projection (UMAP) was devel-
oped to address the shortcomings of t-SNE, e.g., the distances between
clusters in a t-SNE plot allow no interpretation [50]. Conceptually
similar to t-SNE, UMAP differs in its mathematical details, e.g., it
relies on a stress function derived from Cross-Entropy rather than the
Kullback-Leibler divergence. UMAP has two hyperparameters: the
number of neighbors as a trade-off between preserving local and global
structures and the minimal distance that controls how close data points
can be grouped together in the two-dimensional layout. (Metric) Multi-
dimensional Scaling (MDS) operates on a dissimilarity matrix of the
dataset, i.e., a matrix that contains the pairwise distances between the
data points. MDS aims to compute a lower-dimensional representation,
such that the pairwise Euclidean distances between the points in the
layout reflect the entries in the dissimilarity matrix [18]. In particu-
lar, MDS allows for the visualization of abstract datasets that are not
embedded in the Euclidean space. The positions of the data points
are computed iteratively by optimizing a stress function, for example,
using the SMACOF algorithm. The number of iterations is the only
hyperparameter of the model. Self-Organizing Maps (SOMs) are a class
of fully-connected two-layered neural networks where the neurons of
the second layer are arranged on a two-dimensional grid, whose width
and height are given by two hyperparameters [41]. For a given input,
the neuron whose weight vector is most similar to the input is activated.
This so-called best matching unit determines the position of the given
input vector in the two-dimensional space. The weights are adjusted
during the training phase starting from random initialization in order
to minimize the sum of all quantization errors, i.e., the differences
between the input vectors and their best matching unit. In the case of
the SOM, we applied a PCA that captures 95 % of the variance for a
given dataset to reduce computational efforts [39].

The combination of a TM with a DR allows for special considera-
tions. For example, in the case of LDA, the similarities between the
topics differ, as they are given by multinomial distributions over the
vocabulary. Applying a DR on the document-topic representation does
not consider those similarities, thus treating the topics as orthogonal
to each other. Atzberger et al. proposed an alternative by first apply-
ing the DR on the topics and then aggregating the positions of the
documents as linear combinations according to their document-topic
representation [7]. The position d of document d is therefore given by

— K -
d=) 6;¢;, 2
j=1
where 6 = (6,...,0k) denotes the topic representation of d, and
d1,...,0x denotes the positions of the topics after application of a

DR.

3.3 Quality Metrics Q

The elements in the set Q are quality measures that quantify certain
layout aspects. Similar to previous benchmark studies, we measure the
quality of a layout with respect to the local and global structures of
a corpus by using several accuracy metrics. The Trustworthiness o
measures the percentage of close points in the two-dimensional layout
that are also close in the VSM [69]. Vice versa, the Continuity o¢
measures the percentage of points in the VSM that are also close in the
two-dimensional layout [69]. For both metrics, we refer to the seven
nearest neighbors, as suggested in previous studies [28,70,71]. The 7-
Neighborhood hit ag requires labels for each document. It measures
the percentage of points with the same label among the seven nearest
neighbors, averaged over all points [57]. All three metrics have values
in the [0, 1] range, with 1 being the optimal score. The last accuracy
metric is based on the Shephard Diagram, a two-dimensional scatter
plot that relates the pairwise distances in D to the Euclidean distances



Table 3: Range for the hyperparameters considered in our experiments.
Each configuration for one DR is combined with a dataset and TM.

DR  Parameter Name Values
t-SNE  learning_rate 250, 1000, 2000, 4000, 10000
t-SNE n_iter 10, 17,28,46, 77,129,215, 359, 599, 1000
t-SNE perplexity 5-50 step size 5
UMAP min_dist 0.0-1.0 step size 0.1
UMAP n_neighbors 2,10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20
SOM m 10-20 step size 1
SOM n 10-20 step size 1
MDS max_iter 300-900 step size 20

in the layout [38]. In an ideal scenario, the Shephard Diagram would be
a subset of the diagonal. Then, the Shephard Digram Correlation 0spc
is a measure for the deviation from the ideal scenario. It is given by
the Spearman Rank Correlation of the Shephard Diagram. The metric
ranges between [—1, 1], with 1 being the optimal score.

As a second group of metrics, we approximate the effectiveness of
perceiving resulting clusters and existing categories. Following the
results of Sedlmair and Aupetit, we include the Distance Consistency
Bpc [62]. It measures the percentage of points in the projected two-
dimensional space whose category center, i.e., the average of all points
in that category, is also its nearest category center [65]. The Silhouette
Coefficient Bsc compares the mean intra-cluster distance a and the
mean inter-cluster distance b, where in our case, the cluster labels
are given by the categories [61]. By dividing the difference b — a by
max(a,b), the Silhouette Coefficient ranges between [—1,1], with 1
being the optimal score. We further apply the Calinski-Harabasz index
By [14] and the Davies-Bouldin-index DB [22]. In both cases, the
metric results in a non-negative value. In our benchmark, we normalize
both by dividing them by the maximal value achieved on a dataset-TM
combination, with 1 being the optimal score for B¢y and 0 being the
optimal score for Bpp.

3.4 Experimental Setup & Implementation

We implemented this benchmark using Python 3 and state-of-the-art
libraries for all TMs and DRs. Regarding deployment, the implementa-
tion was designed for concurrent execution on a computational cluster.
The source code of the benchmark, including the scripts to generate the
GitHub Projects dataset, is available in a Git repository!.

3.4.1

For each dataset, we consider precisely one version of each TM, using a
fixed hyperparameter configuration chosen using best practices [72]. In
the case of just a few categories £, i.e., for the Emails corpus, the Seven
Categories corpus, and the GitHub Projects corpus, we set the number
of topics K = 2k. For the 20 Newsgroup corpus and the Reuters corpus,
we set K = k. As a general check for plausibility, we further inspected
the most relevant words for each topic with respect to interpretability.
We limited the benchmark regarding the TMs as iterating over the
hyperparameters of each TM, e.g., the number of topics, or the Dirichlet
priors of the LDA model, would enlarge the benchmark by multiple
orders of magnitude. The ranges for the hyperparameters of the four
different DRs are summarized in Table 3. In principle, the validation
of the individual hyperparameters follows a grid search, resulting in
above 45 000 different hyperparameter configurations. However, the
order of the layout computation is random to ensure that representative
results are available during preliminary analysis.

Hyperparameter Settings

3.4.2 Software Dependencies

Our implementation is based on Python 3.10 and several actively main-
tained and widely used third-party libraries. For LDA, LSI, and NMF,
we have chosen the Gensim library (4.2.0), and for BERT, the Sen-
tence Transformer library (2.2.2). As the application of BERT relies
on pretrained word embeddings, it is a deterministic approach to topic
modeling. The algorithms provided by the Gensim implementation are

also deterministic after initialization. We have chosen the distilbert-
base-nli-mean-tokens as Sentence Transformer®. For t-SNE and MDS,
we use Scikit-Learn (1.2.1) for the Silhouette Coefficient, the Calinski-
Harabasz index, and the Davies-Bouldin index as well. For UMAP, we
use the UMAP-Learn library (0.5.3). For the SOM, we have chosen the
implementation provided by Sparse-SOM (0.6.1) [51]. Furthermore,
our preprocessing is based on the libraries NLTK (3.7), e.g., for removal
of stop words, and Spacy (3.4.3) for lemmatization.

3.4.3 Computational Cluster

We set up the benchmark on a computational cluster with Simple Linux
Utility for Resource Management (SLURM) [81] for concurrent ex-
ecution. This cluster allowed for a large speed-up while requiring
special handling for the software deployment and job scheduling. We
had access to the AMD x64 nodes, which came in two kinds of hard-
ware configurations: (1) HPE XL.225n Gen10 machines with 2 AMD
EPYC 7742 processors, 512GiB RAM, and 64 cores, and (2) Fu-
jitsu RX2530 M5 machines with 2 Intel Xeon Gold 5220S processors,
96GiB RAM, and 32 cores. From the HPE XL.225n Genl0 nodes,
we regularly used 11, and from the Fujitsu RX2530 M5, we regularly
used 10. The SLURM setup on each node required to use an Enroot”
container with the benchmark. We derived this Enroot container from a
Docker!? container using Pyxis!! and reused the container via caching.

Scheduling a job via SLURM requires explicit specification of re-
quired resources, e.g., RAM, as upper limits. Given our heterogeneous
dataset sizes (Table 2), we decided to split up job allocations into
two running sets, a memory-heavy and a memory-moderate one. The
memory-heavy set covers the evaluation for the GitHub Projects dataset
with a RAM allocation of 200 GiB. The memory-moderate set covers
the other datasets with a RAM allocation of 40 GiB. Overall, using this
design, we ran thousands of jobs corresponding to ten thousands of
different layouts on the cluster. On average, a job of the memory-heavy
set had an execution time of 12hours with a maximum of 36hours.
For the memory-moderate set, the average execution time was around
2hours, with a maximum of 10hours.

4 RESULTS

We evaluated 46 311 samples, which corresponds to ~94.7 % of tar-
geted layouts. The remaining 5.3 % of targeted layouts could not be
computed due to exceeding memory consumption. The corresponding
quality metrics are stored as a tabular dataset. Further, the dataset is
augmented with two additional aggregated quality metrics concerning
accuracy and perception. The aggregated quality metrics are given as
linear combinations of the accuracy and perception metrics, respec-
tively, taking into account a correlation analysis to limit the influence
of strongly correlated quality metrics. We then performed an analysis
of this dataset with respect to four specific questions:

1. Do the tf-idf weighting scheme and Equation (2) improve the
results?

2. Which layout achieves the best result for a given dataset with
respect to accuracy or perception?

3. How sensitive are the DRs with respect to their hyperparameters?

4. What is the performance of the default hyperparameters?

4.1 Correlation of Quality Metrics

Previous ad-hoc formulations of aggregated metrics relied on the arith-
metic mean of the individual metrics, i.e., each metric is weighted
equally [28,53,70,71]. Instead, we target a correlation-adjusted weight-
ing that groups strongly correlated quality metrics using a threshold of
0.8. Specific to the correlation analysis, the David-Bouldin index Bpp
has been replaced by 1 — Bpp to achieve its optimal score at 1. The pair-
wise correlations are shown in Figure 2. For the accuracy metrics, we
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Fig. 2: Heatmap showing the pairwise correlations between the eight
quality metrics using a diverging color scheme.

observe that the three metrics a7, 0, and ogpc are strongly positively
correlated. We, therefore, merge them into a single quality metric using
their average. Conversely, the three metrics correlate weakly with oyg .
Overall, we define the aggregated accuracy metric ¢ as

3

1 1 {oar+ac+0.5 (aspc+1
06—206NH+2<T oc 3(SDC ))7

where we replace the Shephard Diagram Correlation ogpc by 0.5 -
(aspe + 1) such that it ranges between 0 and 1. Our metric « is in
the value range [0, 1], with 1 being the optimal score. Regarding the
perception metrics, the only strong correlation occurred between Bpc
and PBgc. The other pairwise correlations do not allow for further
grouping. The aggregated perception metric 3 is defined as

1 (0-5'(BSC+1)+ﬁDC>. @

ﬁ:%(l—BDB)+§ﬁCH+§ 5

As before, the single metrics are modified such that the aggregated
metric B ranges between [0, 1] with 1 being the optimal score.

In our benchmark, we selected datasets with predefined categories.
As the predefined labels indicate a “higher-level” concept, i.e., semantic
themes within the documents, we assume that such a higher-level
concept shows relations to the vocabulary, and therefore a TM would
yield topics that can be associated with the predefined categories. A
good layout algorithm with respect to the accuracy metric o would
result in a two-dimensional scatter plot so that documents that share
the same "dominant" topic form a cluster. Concerning the perception
metric, these clusters should be separated well. Our scatter plots of the
best results support this conjecture.

4.2 Binary Decisions

The choice of weighting the VSM according to the tf-idf scheme is
binary. Using a binary test'2, we investigate whether the tf-idf weight-
ing improves the accuracy metric o and the perception metric . We
extract pairs of layouts from our result dataset where the tf-idf scheme
has been applied in one case but not the other, while all the other hy-
perparameters are the same. The number of pairs in which the tf-idf
improves the results is denoted as k. The p-values and the lower bounds
for the confidence intervals (the upper bound is always one since our
unknown parameter is the probability that the tf-idf weighting improves
the result) for the confidence level of 0.99 are shown in Table 4. The
p-values of the complete set of pairs, i.e., named Total in Table 4, show
that the layout algorithms significantly improve the results concerning
o and 3. However, different results might occur on selected datasets,
e.g., in the case of the 7 Categories dataset concerning f3.

Also, the application of Equation (2) is a binary choice. Analogously
to before, we applied a binary test. The results are shown in Table 5.
From the p-values of the complete set of pairs, i.e., the total case in
Table 5, we conclude that Equation (2) improves the results concerning
accuracy and perception.

12docs.scipy.org/doc/scipy/reference/generated/scipy.stats.binomtest.html

Table 4: Results of the binary test for the null hypothesis “The tf-idf
weighting scheme does not improve the results according «, or 3 respec-
tively.” As the p-values (Total) are 0.00, we reject the zero hypotheses.

Accuracy Metric o Perception Metric
Dataset n k p-value Conf.| k p-value Conf.

20 Newsgroup 2842 | 2577  0.00  0.89 | 2839 0.00 1.00
7 Categories 2897 | 1894 0.00 0.63 | 655 1.00 0.21
Emails 2909 | 2667 0.00 090 [2516 0.00 0.85
GitHub 2629 | 2344  0.00 0.88 |2370 0.00 0.89
Reuters 2895 | 1454  0.41 048 | 1450 047 048

Total 1417210936  0.00  0.76 | 9830 0.00  0.68

Table 5: Results of the binary test for the null hypothesis “Equation (2)
does not improve the results according «, or 8 respectively.” As the
p-values (Total) are 0.00, we reject the zero hypotheses.

Accuracy Metric o Perception Metric
Dataset n k p-value Conf.| k  p-value Conf.
20 Newsgroup 3594 | 2404 0.00 0.65 | 1734  0.98 0.46
7 Categories 3651 | 2117  0.00  0.56 | 2057 0.00 0.54
Emails 3660 | 2122  0.00 0.56 | 1753 099  0.46
GitHub 3124 | 1898  0.00  0.59 | 1745 0.00  0.54
Reuters 3646 | 2532 0.00  0.68 | 1841 0.28 049
Total 17675|11073 0.00  0.62 | 9130 0.00  0.51

4.3 Optimal Results

We first consider the optimal values for & and f3 for each layout on each
dataset. The results are summarized in Figure 3. Some layouts could
not be computed (grey cells) due to exceeding memory consumption.
For example, BERT is based on a pre-trained embedding, which has not
been shown suitable for modeling source code. This is because the use
of identifiers in source code differs from natural language as identifiers
without vocals might have a semantic meaning, e.g., “ccxt” has no
vocal and is, therefore, no “natural” word but refers to a cryptocurrency
trading API that is well known among practitioners.

We assigned each layout algorithm an identifier given as a quadruple.
The first entry indicates the TM. The second entry indicates whether the
tf-idf weighting was applied (+), or not (-), or could not be considered
for the specific TM (X). The third entry contains the DR. The fourth
entry indicates whether the position of the documents was computed
according to Equation (2) as a linear combination (+), or not (-), or
could not be considered, as no topics were extracted (X).

4.31

The optimal results for each dataset are summarized in Table 6. No
layout algorithm scores best over all datasets with respect to ¢. In any
case, the first two entries of the quadruple are either given by (LSL+),
(LSL-), or (LDA, X). We suspect the reduction in dimensionality within
LSI and LDA to be an advantage for a subsequent DR compared to
the VSM and BERT. The last two entries specifying the best DR are
either given by (t-SNE,+), (t-SNE,-), or (UMAP,+). This observation is
aligned with the results of Espadoto et al. in the case of the VSM [28].
However, most of the layout algorithms perform similarly. Only MDS
shows a generally lower performance compared to the other DRs. The
optimal results with respect to 8 are summarized in Table 7. As before,
the best results are achieved when t-SNE is applied. However, con-
trary to our observations on &, LDA and LSI perform inferior to the
baseline VSM approach. As our metric 3 mainly quantifies the cluster
separation, this observation confirms the prevailing opinion that t-SNE
produces well-separated clusters.

What Layouts perform best for a given dataset?

4.3.2 What is the influence of the parameters n, m, k?

Regarding «, in 71.2 % of the cases, the best result for a given layout
is achieved on the Seven Categories corpus, which is characterized by
a small number of documents m. In 28.8 % of the cases, the layout
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Table 6: Layout algorithms resulting in the best result with respect to the
accuracy metric o for each dataset.

Dataset Layout a
20 Newsgroups (LSL+,t-SNE,-), (LSL+,t-SNE,+) 0.79
Emails (LSL+,t-SNE,-), (LSL+,t-SNE,+) 0.76
GitHub Projects (LSL+,t-SNE,-),(LSL+,t-SNE,+) 0.75
Reuters (LDA,X,t-SNE,+) 0.66
Seven Categories (LSIL,-,t-SNE,-), (LSI,-,t-SNE,+) 0.78

(LSL+,t-SNE,-), (LSL+,t-SNE, +)
(LSL-,UMAP,-), (LSL+,UMAP,)

Table 7: Layout algorithms resulting in the best result with respect to the
perception metric B for each dataset.

Dataset Layout B
20 Newsgroups (VSM,+,t-SNE,X), (LSL+,t-SNE,+) 0.80
Emails (VSM,+,t-SNE, X) 0.87
GitHub Projects (VSM,-,t-SNE, X) 0.77
Reuters (VSM,+,t-SNE, X) 0.69
Seven Categories (VSM,+,t-SNE, X) 0.80

does not perform best on the Seven Categories corpus. In that case,
86.7 % use MDS as DR. Although the GitHub Projects corpus contains
fewer documents, we suspect its high dimensionality » is why the best
result for a layout is never achieved on the GitHub Projects corpus.
With respect to 8 in 44.3 % of the rows, the Seven Categories corpus
achieves the optimal result, followed by the Reuters (36.5 %) and 20
Newsgroup corpora (19.2 %), and the Emails (3.8 %). In no case, the
optimal result is achieved on the GitHub Projects dataset. This order
does not correspond to the increasing number of categories k. We
assume Seven Categories performs best because of its small number of
documents. We suspect that in these cases, the vocabulary has a more
direct relationship to the topics, and thus more distinct clusters emerge
when modeling the corpora using TMs.

4.3.3 Which DR technique performs best for a given TM?

Regarding «, for any of the given TMs, the best performing DR is
either UMAP in 27.0 % of the cases or t-SNE in 81.0 % of the cases.
A similar trend is obtained with respect to 3. Here, t-SNE achieves
the optimal result in 84.1% of the cases and UMAP in 23.8% of
the cases. However, in the cases where UMAP is superior to t-SNE,
their difference is negligible. With respect to @, in 47.5% of the
cases, the layout algorithms applying a linear combination according
to Equation (2) perform equally to the direct application of the DR
on the document representation. In 36.6 % of cases, using the linear
combination improves the result, and in 15.9 % of cases, it performs
less. Similar results are observed with respect to 8. In 31.2 % of the
cases, it improves the results. In 44.5 % of the cases, it matches the
results and performs less in the remaining 24.3 % of the cases.

4.4 Influence of the Hyperparameters

In addition to the optimal values, it is particularly relevant how sensitive
the DRs are to their hyperparameters. Figure 4 and Figure 5 show the
five-number summaries for the quality metrics o and 8 merged over the
datasets. The TMs are specified as a triple analogous to the description
from above but with no indication of the DR. Figure 4 shows that for
all layout algorithms that rely on MDS, « takes on values within a
small range. Figure 5 shows the same pattern with respect to . Even
though a small range is desirable, MDS performs worse than the other
DRs. For layouts derived from a SOM, ¢ varies within a large range.
The first and third quartiles are usually centered in the middle of the
entire value range. Therefore, it is difficult to achieve good results
when using a SOM. The range of values for  is more restricted in
most cases. However, in cases of considerable variation, especially
(LSIL,-,-) and (LSL,-,+), the unfavorable location of the first and third
quartiles can again be observed. For t-SNE, « also varies within a

(VSM,~,MDS X) 