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ABSTRACT

The ongoing COVID-19 pandemic demands for a swift discovery of suitable treat-
ments. The development of completely new compounds for such a novel disease
is a challenging, time intensive process. This amplifies the relevance of drug re-
purposing, a technique where existing drugs are used to treat other diseases. A
common bioinformatical approach to this is based on knowledge graphs, which
compile relationships between drugs, diseases, genes and other biomedical enti-
ties. Then, graph neural networks (GNNs) are used for the drug repurposing task
as they provide a good link prediction performance on such knowledge graphs.
Building on state-of-the-art GNN research, [Doshi & Chepuri| (2020) construct the
remarkable model DR-COVID. We re-implement their model and extend the ap-
proach to perform significantly better. We propose and evaluate several strategies
for the aggregation of link predictions into drug recommendation rankings. With
the help of clustering of similar target diseases we improve the model by a sub-
stantial margin, compiling a top-100 ranking of candidates including 32 currently
being in COVID-19-related clinical trials. Regarding the re-implementation, we
offer more flexibility in the selection of the graph neighborhood sizes fed into the
model and reduce the training time significantly by making use of data parallelism.

1 INTRODUCTION

1.1 PREFACE

With COVID-19, a global pandemic with severe socio-economic implications impacting nearly ev-
ery part of our daily lives is active (Nicola et al., [2020). The surprising nature and the rapid spread
makes finding an effective treatment as urgent as challenging, since the disease-specific knowledge
is limited in the beginning and the pandemic costs additional lives every day. Because known and
approved drugs are already well-studied, they pose a good starting point for accelerated develop-
ment of treatments, and an emerging tactic in fighting COVID-19 (Shah et al.l [2020). DrugBank,
which is a comprehensive web resource containing structured information about drugs approved by
the US Food and Drug Administration as well as experimental drugs, contained more than 2 300
approved drugs and over 4 500 experimental drugs as of 2018; both numbers are strongly increasing
(Wishart et al.,|2018). This amount of data emphasises the need for computer aided discovery and
development of treatments.

Drug repurposing with knowledge graphs, as described by |Ashburn & Thor] (2004), is the current
state-of-the-art technique for utilizing machine learning to predict whether known drugs are a pos-
sible treatment for new diseases. Applying drug repurposing allows for a better way to maneuver
through the pandemic. It can lead to better treatments for patients infected with one of the COVID-
19 strains and a better understanding of the mechanism of the individual COVID-19 diseases. The
concept of drug repurposing has been first described by |Ashburn & Thor| (2004). However, today
we approach the problem using machine learning methods, focusing on deep learning approaches.
The idea of predicting unknown links between entities in a knowledge graph is traditionally known
as Collaborative Filtering, as described by [Sarwar et al.| (2001). In this work we build on the idea
of graph embeddings, which map a fixed-size feature vectors to graph nodes and relations. A state-
of-the-art technique for the creation of such embeddings based on deep neural networks (DNNs) is
TRANSE, which was proposed by Bordes et al.|(2013).
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Regarding the specific application of drug repurposing relying on edge prediction in a knowledge
graph of biomedical data (see Section[2)),|Gysi et al.| (2020) present a novel classification approach to
this problem by implementing and merging various different ideas and techniques into one ensemble
classifier. Atits core, they deploy a DNN with a encoder-decoder structure. The encoder mechanism
of it, which is based on parts of the Decagon graph neural network by Zitnik et al.| (2018)), was
initially proposed for the prediction of side effects of concurrent drug use.

1.2 OUR CONTRIBUTION
This work offers two main contributions to the deep learning and the bioinformatics community.

1. We improve the results of |Doshi & Chepuri| (2020) by applying a fine tuned clustering
mechanism as a post prediction step that increases the number of predicted drugs that in-
deed were or are in clinical trials today. In this way we improve the state-of-the-art. Ad-
ditionally, we propose a well-specified method of creating top-100 predictions that yield
possible treatment candidates, and clarify the process as a whole.

2. We re—implememﬂ the model described by |Doshi & Chepuri| (2020) and improve it by of-
fering more flexibility in the selection of the graph neighborhood sizes fed into the model.
Furthermore, we reduce the training time significantly by making use of high data paral-
lelity and introducing vectorized operations at the most performance-critical spots. Lastly,
we improve its readability and usability by following the proposed idioms of the PyTorch
authors (Paszke et al.l [2019) as well as relying on well-tested utilities provided by scikit-
learn (Pedregosa et al., 2011) rather than manual metric calculations.

2 DATASET

We rely on the Drug Repurposing Knowledge Graph (DRKG) by [loannidis et al.| (2020), which
compiles data from different biomedical databases. It contains 97 238 entities belonging to 13 entity
types and 5 874 261 triplets belonging to 107 edge types. We restrict ourselves to 98 edge types
between 4 entity types, namely gene, compound, anatomy and disease, which leaves us with a
knowledge graph with 69036 entities and 4 885854 edges. In particular, it contains drugs and
substances as compound entities, as well as different COVID-19 variants as disease entities. The
edge types include e.g. compound-treats-disease edges, which is the kind of edge our model predicts.

One part of DRKG are the precomputed TRANSE embeddings trained using dgl—-ke by Zheng
et al.[(2020). To train our model to predict whether an edge in some compound-treats-disease re-
lation exists, we have to create suitable training samples. To provide our model not only positive
examples for training but also negative samples, for each positive edge we sample 30 negative edges
in the dataset, which results in a ratio similar to Dr-COVID in order to ensure comparability. This
process tries to account for the actual imbalance of edges and non-edges on the entire dataset. Note
that, by doing so, the sets of edges included in the dataset are not complete, however, they are quite
certain to be correct. Consequently, the positive edges are given a higher weight in the loss calcu-
lation, and the slightly higher number of negative edges (which are not certain to be truly negative)
are given a lower weight. To prevent too much imbalance during individual loss computations on
batches, we utilize a weighted random batch sampler that over-samples the positive samples yielding
an expected ratio of 1 : 1:5 of positive to negative samples in each batch.

3 MODEL ARCHITECTURE

The architecture of our model is illustrated in Figure E} It consists of a SIGN (Frasca et al. 2020)
architecture encoder, which provides an embedding y 2 R?°0 for each node of the graph. We apply
tanh to the output of each individual encoder step and forward it into our decoder. To each pair
of two encodings Yy;Yy of two nodes U;V, the decoder assigns a score Sy, 2 [0;1]. This score
measures the probability for a compound-treats-disease edge between nodes U and V to exist. The
decoder consists of two linear layers “1(u) and “»(v) that process the encodings y, and y, via a

!'Our implementation of the experiments conducted and our re-implementation of the DR-COVID model
can be found here: drive.google.com/file/d/12JJFe8wsfGrqq7IRPpWZkZDQ105TsgKQ,


https://drive.google.com/file/d/12JJFe8wsfGrqq7IRPpWZkZDQl05TsqKQ/view?usp=sharing
drive.google.com/file/d/12JJFe8wsfGrqq7IRPpWZkZDQl05TsqKQ

Published as a workshop paper at MLPCP@ICLR 2021

yor ti(y)

{ 250
\ 2 250 o
2
A 4 400 -
N AX (o) (o) L
N —
o~ ”',0\._%/*, N 8 % 2N concat/\N 2 &|tanh N
} J 8/ NI T
q 250 /
[ |
L

prediction
Lo(yy) for (u,v)

o
3|
BN

[
400 250
\-/ AX (o)
\ ’ v 4
e o N 8 2N "/
« Iy = 2
L \ (
i © L) &/

example edge (u,v)

N Encoder Decoder

Figure 1: The architecture of our model as described in Section 3]

sigmoid function, thatis, (Yv “1(Yu) +Yu “2(Yv)): The loss of the model is computed using a
binary cross entropy loss with logits with weights to account for the imbalanced training dataset, as
described in Section 21

4 OUTPUT INTERPRETATION

In this section we present different strategies of interpreting the scores that the model outputs for the
application of predicting the top-k most promising compound nodes for a given set of disease nodes
D. Note that this is important as there are multiple COVID-19 diseases. Let n be the total amount
of compound nodes. Predicting all N jDj edge combinations, our model yields a matrix of scores
S 2 RIPIXM For each of the following strategies we first perform a standardization of the scores

per disease using Sgc = S“_(Sid(s)d), with d being the index of a disease in D, ¢ being the index of

the compound, (Sg«) and (Sg«) denoting the mean and standard deviation over all diseases.

As certain “mild” diseases may be affected by plenty compounds resulting in those being linked
more likely, we apply the standardization to achieve a better comparability across different diseases.
This allows us to identify the best suited compounds for every disease individually and compare
those. However, this could also give good scores to some compounds in the case of diseases with no
“good” scores in the first place, potentially yielding some less useful proposals.

An aggregation strategy takes our matrix of standardized scores ($qc) and derives a list of com-
pounds from it, the top-k of which are our result. We propose the following aggregation strategies.

* Global Score Mean: We calculate the means of (Sqc) along axis 0, that is, over all diseases
per compound; then we sort the compounds by their respective scores and select the top-k.

* Global Score Maximum: We find the maxima of (Sq4c) along axis 0; then again we sort
the compounds and select the top-Kk.

* Union over Disease Rankings: We calculate top-X compounds per disease with X as small
as possible such that we get at least k unique compounds in the union over all diseases. We
then concatenate all those top-X lists together to get a top-k compound list.

* Cluster Score Maximum: Grouping similar disease types that share traits can be used
to enhance the accuracy of our top-k predictions. We perform such a grouping using the
k-means clustering algorithms with different parameter settings for the number of clusters.
For each cluster, which now represents a group of similar diseases, we use a mean reduc-
tion to calculate the score of a compound and then reduce to the maximum across these
clusters. A sensible number of clusters to create can be chosen by performing a principal
component analysis (PCA) (Pearson, F.R.S.||1901) on the standardized scores. For our data
this indicates values of 2 to 3 (for more details see Appendix, Figure[2).

* Union over Cluster Rankings: We perform the top-X selection on clusters calculated with
the clustering method described above. This not only allows us to use a greater X because
we have fewer lists to pick from, but also to get more consistent top picks because of the
internal averages that we apply inside each cluster.
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