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ABSTRACT

Data is one of the most important resources for modern en-
terprises. Better analytics allow for a better understanding
of customer requirements and market dynamics. The more
data is collected, the more information can be extracted.
However, information value extraction is limited by data
processing speeds. Due to fast technological advances in big
data management there is an abundance of big data sys-
tems. This leaves users in the dilemma of choosing a system
that features good end-to-end performance for the use case.
To get a good understanding of the actual performance of a
system, realistic application level workloads are required.

To this end, we have developed BigBench, an applica-
tion level benchmark focused only on big data analytics. In
this paper, we present the vision of BigBench 2.0, a suite of
benchmarks for all major aspects of big data processing in
common business use cases. Unlike other efforts, BigBench
2.0 will have completely consistent and integrated model and
workload, which will allow realistic end-to-end benchmark-
ing of big data systems.

1. INTRODUCTION

In recent years, big data has become one of the driving
factors of innovation. Many problems that seemed close to
unsolvable not too long ago become easy using enough input
data and statistical methods. The increasing capabilities in
collecting ever larger amounts of data have created a lively
ecosystem of all kinds of systems for big data processing.

Due to the lack of standards users of big data systems have
a difficult time comparing deployments. This is not unlike
the early days of the emergence of relational database sys-
tems, when standard consortia like the Transaction Process-
ing Performance Council (TPC) were founded to offer ob-
jective comparisons. The TPC was successful over the years
to offer a solution to the users’ dilemma in form of indus-
try standard benchmarks, which are agreed upon by many
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vendors. Widely used workloads and benchmarks are two
of the driving factors of standardization. Due to the com-
plexity and variety of big data applications and use cases,
big data benchmarking is a broad and complex field. Many
different kind of benchmarks have been proposed. Exam-
ples are micro-benchmarks for individual file system oper-
ations and functional benchmarks for sorting and counting
(e.g., [9]). However, there is limited work on application
level benchmarks, which give insights in the actual perfor-
mance of a given deployment for real workloads. In [8], we
have proposed BigBench, an application level, end-to-end
big data analytics benchmark. BigBench was fully imple-
mented and is widely used to extensively test big data sys-
tems. Based on the discussion with many industry experts,
we have identified several key opportunities to improve Big-
Bench [2]. In this paper, we summarize the vision of the
next version of BigBench, BigBench 2.0. The main contri-
bution of BigBench 2.0 is the integration of many common
big data processing aspects into a consistent and realistic
use case. While BigBench 1.0 has achieved this for batch
big data analytics on structured, semi-structured, and un-
structured data, BigBench 2.0 aims at integrating more data
types, data velocities, and processing models.

The rest of this paper is structured as follows, in Section
2, we give a brief introduction to BigBench 1.0. We discuss
and motivate all major envisioned parts of BigBench 2.0 in
Section 3. In Section 4, we give an outlook on the implemen-
tation before discussing major challenges in the proposal in
Section 5 and concluding in Section 6.

2. BIGBENCH 1.0

The idea of the BigBench 1.0 data model was first pre-
sented at the first Workshop on Big Data Benchmarking in
20121, It was based on TPC-DS, the TPC’s latest decision
support benchmark [14]. Based on the discussions at the
workshop, a small group formed that specified the first ver-
sion of BigBench [8]. BigBench 1.0 inherited the retail busi-
ness model from TPC-DS and the workload was designed
around this. By studying customers’ workloads and current
market research [11] a big data analytics workload compris-
ing 30 queries was specified. One third of the queries was
taken directly from TPC-DS, the rest was created based on
the study. The data set was adjusted to include unstruc-
tured data in form of product reviews and semi-structured
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Figure 1: BigBench 1.0 data set overview

data in terms of click streams. An overview of the data
set can be seen in Figure 1. BigBench was designed as a
system independent benchmark, however, in order to exper-
iment with the workload and data set an initial prototype
was implemented in Teradata Aster in 2012 and a reference
implementation was completed on top of the Hadoop frame-
work in 20142, Currently, BigBench is evaluated by the TPC
as the first application level, end-to-end, industry standard
big data benchmark.

Even though BigBench 1.0 captures big data analytics in
retail business cases, it does not give a complete picture of
big data management. The reason is that big data process-
ing starts before the analytic processing and, therefore, is
often done in form of data processing pipelines [3]. In con-
trast to this, BigBench 1.0 is executed in a batch processing
style. This is also reflected in the full benchmark process
depicted in Figure 2. After the data generation, which is
not measured, data is loaded and then two types of ana-
lytic workloads are run: a power test and two throughput
tests. The power test executes all 30 queries serially and
measures the individual latency of each query. The through-
put tests run a user defined number of parallel streams of
the 30 queries. Between the first and second throughput test
a maintenance is performed, which updates 1% of the data.
The final result is the query throughput, which is based on
the average latency per query. To capture the full processing
pipeline and to address the advances in big data processing,
which result in ever new use cases and thus workloads, we
are designing BigBench 2.0.

3. BIGBENCH 2.0

BigBench 1.0 is a big data analytics benchmark. Big-
Bench 2.0 aims at covering the complete big data pipeline
in the retail business model. An overview of the vision of
BigBench 2.0 can be seen in Figure 3. The BigBench 1.0
part in the extended benchmark can be seen at the right
upper side of the figure. Furthermore, the 2.0 proposal in-
cludes streaming, key-value processing, graph processing,
ETL requirements, and multimedia data types. The ana-
lytics part is extended, it includes more machine learning
tasks and more procedural tasks. Another extension is vi-
sualization workloads. These typically result from the use
of big data visualization products that create many queries
resulting from data scientists exploring data characteristics.

2 Available at https://github.com/intel-hadoop/
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Figure 2: BigBench 1.0 benchmark process

In many data centers, visualization workloads are a major
part of the overall workload. In the following, we give details
on the individual modules and their connections.

3.1 Stream Processing

The stream processing module will feature several stream-
ing applications that will be performed on click stream data.
Examples will include simple aggregations and filtering. More
complex workloads could be added if they are identified in
the use case. Emerging use cases in this area are stream-
ing machine learning tasks like classification and clustering.
The stream processing module is designed to be run as part
of the end-to-end workload, but it can also be used as an
individual benchmark for stream processing systems or any
type of system with comparable processing capabilities.

Like for the initial BigBench proposal, we will consult pre-
vious benchmark proposals, but make sure that the work-
load is system independent and is fully integrated in the
business model. An example of a stream benchmark is the
Linear Road Benchmark [1]. Similar to our proposed mod-
ule, the benchmark features relatively simple queries. An-
other, more recent proposal is StreamBench [10], which also
specifies simple queries in form of aggregation and filtering.
The results of the stream processing model will (partially)
be fed into the key-value processing module.

3.2 Key-Value Processing

Like the stream processing module, the key-value store
(KVS) module will also be usable as an individual bench-
mark. The operations will follow the simple Create, Read,
Update, Delete (CRUD) structure. This means the work-
load will not contain complex operations like joins or aggre-
gations. However, the data will be complex and the work-
load will have operations against multiple tables with differ-
ent ingest rates and with different access patterns.

As can be seen in Figure 3, the main data source for the
KVS is the stream processing module. Consequently, the
application for KVS will also include click streams. Other
projected applications include user management and shop-
ping baskets.

Stream processing and key-value processing will require a
new form of driver, since the workload generation requires
substantial hardware resources unlike the long running com-
plex analytics workloads. Therefore, he reference kit will be
constructed similarly to the popular YCSB suite [7] and its
extensions. The data set will however, be adjusted to the
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Figure 3: BigBench 2.0 overview

rest of the benchmark model and will comprise complex,
realistic data types.

3.3 Big Data Analytics

The big data analytics part is extended in BigBench 2.0.
The module covers multiple workloads, namely machine learn-
ing, procedural tasks, and declarative SQL-like workloads.
Given that these jobs are typically performed by special-
ized libraries and systems, the different categories will be
available as separate workloads. The analytics part already
presents a substantial amount of work for the system under
test in BigBench 1.0, therefore, the total number of queries
will not be increased drastically.

However, the machine learning part, which in the Big-
Bench 1.0 kit mainly comprises 5 Mahout queries, will be
substantially transformed to include larger input data sets
and more machine learning tasks. In terms of specification
the machine learning tasks will become more abstract and
not require a certain algorithm. Rather, they will be speci-
fied as general machine learning concepts, e.g., the workload
will include clustering tasks, rather than k-means tasks.

The procedural workload, which contains tasks that are
typically performed in a map reduce style system or in user
defined functions in databases will be slightly extended to
reflect real world workloads. Potential workloads include
search indexes construction and cross-correlation.

3.4 Graph Analytics

The omission of graph analytics was a major point of cri-
tique in BigBench 1.0. Therefore, BigBench 2.0 will con-
tain a graph analytics module included in the analytics part.
Potential candidates are PageRank workloads as well as so-
cial graphs. The graph analytics part will be inspired by
the Graph500 benchmarking suite , the Linked Data Bench-
marking Council’s benchmarks [13, 4], as well as the recent
proposal by Capota et al, Graphalytics [5]. Unlike previ-

ous proposals, the graph analytics part of BigBench 2.0 will
be integrated with the other analytical tasks. We intend to
also create tasks that span not only the graph part but also
structured and unstructured elements.

3.5 Multimedia

A recent trend is the analysis of non textual data like im-
ages and audio. This can be face or voice recognition, fea-
ture extraction, and image search. In the retail model, for
example, filtering of inappropriate user generated content
or product counterfeiting are a relevant workloads. The in-
clusion of multimedia data will also drastically increase the
data size and, thus, put more stress on the I/O system of
the system under test. Multimedia analysis also requires
additional machine learning techniques. Relevant workloads
exist in the multimedia community and several benchmarks
and challenges are available as example application [12, 16]

3.6 Other Features

Besides extension of the workload and data set, BigBench
2.0 will include many additional features. Emphasis will be
put on auditing tools. To enable benchmark users to ver-
ify their runs, additional procedures will be included in the
driver that verify data integrity, compare the result sets,
measure thresholds for the accuracy of machine learning
tasks. Like the first kit, the driver will be completely modu-
lar and enable easy replacement of certain components (e.g.,
using different subsystems for streaming or for individual
analytical tasks).

4. IMPLEMENTATION

Although the benchmark is not specific to a certain sys-
tem, we will provide a complete reference kit as for BigBench
1.0. The implementation choices of the kit will be mostly
pragmatic. All processing components of the kit will be
open-source software.



The BigBench 1.0 kit was completely built on top of the
Apache Hadoop stack [6]. Since the start of the implementa-
tion ever new systems have been developed, many of which
with a much higher efficiency and better performance than
plain Hadoop. In the BigBench 2.0 implementation, we will
put some effort in choosing performant components for the
kit, since this is also a major concern for the BigBench 1.0
version. Like the first version, the kit will be open to make
it easy to replace parts with different software components.

S. CHALLENGES

We see several interesting challenges in the new direction
of the BigBench proposal. The first one is the complexity
problem. Running big data workloads is a time consuming
task. In industry standard benchmarking, this is intensi-
fied since many runs are required to ensure all systems work
properly and efficiently. Users of BigBench 1.0 report run
times of multiple days for TB scale data sizes. With richer
workloads and more components run times are likely to in-
crease. Therefore, we have to ensure that the overall process
stays manageable in terms of time consumption and does not
include unnecessary repetition.

A second challenge is balancing. Since we will have vastly
different types of workloads the balance between the types
of operations needs to be carefully selected. Otherwise one
type of workload will completely dominate the others. Fur-
thermore, the different types of processing require different
types of client machines. While a single client machine is
enough to fully utilize a large scale cluster running BigBench
1.0, key-value stores, for example, can sustain a number of
clients that is in the order of the number of server machines.

In terms of implementation, the consistency of different
parts of the data set and workload is challenging. Using the
Parallel Data Generation Framework [15], we can solve this
for the data set, but additional functionality will be required
for the workload generation. The workload and data set will
also require additional characteristics that can be mined in
the machine learning tasks. An interesting requirement in
this context is verifiability of the query results. Because we
do not want to dictate the machine learning algorithms, we
need to set minimum thresholds for the accuracy of a ma-
chine learning task. The thresholds have to be automatically
adjusted for different data sizes.

6. CONCLUSION

In this paper, we have presented the vision of BigBench
2.0. It is designed to fill the gap of a suite of application
level big data benchmarks as well as a complete application
level, end-to-end big data pipeline benchmark. Unlike pre-
vious efforts, the BigBench 2.0 workload and data set will be
fully integrated and form a consistent and realistic model of
retail big data use cases. This makes the benchmark results
meaningful for customers, sales people, testers, and perfor-
mance engineers. To form this vision, many domain experts
from industry and academia have contributed [2].
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