## Approximate Distance Sensitivity Oracles in Subquadratic Space

Davide Bilò, Shiri Chechik, Keerti Choudhary, Sarel Cohen, Tobias Friedrich, Simon Krogmann, and Martin Schirneck

55th Symposium on Theory of Computing
June 23, 2023



אוניברסיטת TEL AVIV תלאביב UNIVERSITY


भारतीय प्रौद्योगिकी संस्थान दिल्ली
Indian Institute of Technology Delhi
universität wien

## Fault-Tolerant Data Structures

a.k.a. sensitivity data structures, algorithms for emergency planning, failure-prone graphs.


Maintain graph property $P(G)$ (distances, connectivity, ...) under edge failures.

## Fault-Tolerant Data Structures

a.k.a. sensitivity data structures, algorithms for emergency planning, failure-prone graphs.


Maintain graph property $P(G)$ (distances, connectivity, ...) under edge failures.

## Fault-Tolerant Data Structures

a.k.a. sensitivity data structures, algorithms for emergency planning, failure-prone graphs.


Maintain graph property $P(G)$ (distances, connectivity, ...) under edge failures.

- Sensitivity: failures in batches, maximum number $f$ is known.


## Fault-Tolerant Data Structures

a.k.a. sensitivity data structures, algorithms for emergency planning, failure-prone graphs.


Maintain graph property $P(G)$ (distances, connectivity, ...) under edge failures.

- Sensitivity: failures in batches, maximum number $f$ is known.
- Data structure: preprocess once, query when needed.


## Fault-Tolerant Data Structures

a.k.a. sensitivity data structures, algorithms for emergency planning, failure-prone graphs.


Maintain graph property $P(G)$ (distances, connectivity, ...) under edge failures.

- Sensitivity: failures in batches, maximum number $f$ is known.
- Data structure: preprocess once, query when needed.


## Fault-Tolerant Data Structures

a.k.a. sensitivity data structures, algorithms for emergency planning, failure-prone graphs.


Maintain graph property $P(G)$ (distances, connectivity, ...) under edge failures.

- Sensitivity: failures in batches, maximum number $f$ is known.
- Data structure: preprocess once, query when needed.

This talk: $P(G)=d(s, t)$ - (approximate) pairwise distances, $f$-edge fault-tolerant distance sensitivity oracle ( $f$-DSO).
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Related result w/ different techniques: [Bilo, Choudhary, Friedrich, Krogmann \& Sch. WADS $2023^{+}$]
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- Replace the leaves with Thorup \& Zwick [Jacm 2005] distance oracles $\Rightarrow$ stretch $2 k-1$, size $O\left(k n^{1+1 / k}\right)$, query $O(k)$.
- Replace inner nodes with spanners
$\Rightarrow$ total space of all sampling trees $\widetilde{O}\left(L^{f+o(1)} n^{1+1 / k}\right)$.
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