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!  A set of  answer candidates 

 

3 



Answer Extraction 
!  Given  

!  A question 

!  A set of  answer candidates 

!  Task 

!  Select the correct answer from the set of  answer 
candidates 
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Example 
!  Question: In what country was Albert Einstein born?  
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Example 
!  Question: In what country was Albert Einstein born?  

!  Answer candidates : 

      A:  Albert Einstein was born on 14 March 1879.  

 B:  Albert Einstein was born in Germany.  

       C:  Albert Einstein was born in a Jewish family.  
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Example 
!  Question: In what country was Albert Einstein born?  

!  Answer candidates : 

      A:  Albert Einstein was born on 14 March 1879.  

 B:  Albert Einstein was born in Germany.  

       C:  Albert Einstein was born in a Jewish family.  

!  Pattern 1:  X born in Y 

"  Pattern 2: Location = Country 
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Example 
Question: In what country was Albert Einstein born  

 A:  Albert Einstein was born on 14 March 1879.  

 B:  Albert Einstein was born in Germany.  

           C:  Albert Einstein was born in a Jewish family. 

 

X born in Y Location =  Country 

Answer A 

Answer B 

Answer C 

X born in Y Location =  Country 

Question          
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Example 
Question: In what country was Albert Einstein born  

 A:  Albert Einstein was born on 14 March 1879.  

 B:  Albert Einstein was born in Germany.  

           C:  Albert Einstein was born in a Jewish family. 

 

X born in Y Location =  Country 

Answer A NO NO 

Answer B YES YES 

Answer C YES NO 

X born in Y Location =  Country 

Question  YES        YES 
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How to model 
the pattern?  
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Feature function 
#  Feature is a binary-valued function:  

  fj :  X × Y ! {0, 1} 

 X: space of  contexts 

 Y: the set of  classifier 
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Feature function 
!  Feature is a binary-valued function:  

  fj :  X × Y ! {0, 1} 

 X: space of  contexts 

 Y: the set of  classifier 

!  Like a regular expression 

!  1 : match the specific pattern 

!  0 : don’t match  
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Feature function example 
!  Question: Which name is female? 

A: Thomas              B:  Kevin 

C: Franz                  D: Bella 

"Pattern: Name ends with vowel 
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Feature function example 
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fmale x, y( ) = 1    if y is "male",  last letter of x  is a vowel
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Feature function example 
!  Question: Which name is female? 

A: Thomas              B:  Kevin 

C: Franz                  D: Bella 

"Pattern: Name ends with vowel 

 

 

 

 

 

 

              fmale(Bella, male) = 1        ffemale(Bella, female) = 1 
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Expectation value of  feature function 

!  Observation from training data set 

 

Ep f j = E p f j
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!  Observation from training data set 

 Training data size = 50. ffemale feature found 10 names and          
 fmale 5 names 

Ep fmale =
fmale(x, y)

i=1

N

∑
N

 = 5
50

= 0.1

Ep f female =
f female(x, y)

i=1

N

∑
N

 = 10
50

= 0.2

Expectation value of  feature function 
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Extraction Features 
!  Surface Features  

!  Expected Answer Type Matching Features  

!  Surface Pattern Matching  

!  Dependency Relation Features  

!  Semantic Structure Matching Features  
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Until now … 

!  We have defined N feature functions: f1,f2,…fn 

!  From the training data set we got the constraints:  

 

" How to combine all features to make an unified decision? 

{Ep f j = dj, j =1,...,n}
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Answer Extraction Modeling 
 

!  Naïve-Bayes  

 

 

 

 

 

P(x | features) = P(x)*P( f1 | x)*P( f2 | x)*...P( fn | x)
P( features)
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Answer Extraction Modeling 
 

!  Naïve-Bayes  

 

!  Problem 

!  Make “naive” assumption that all features fi  are independent  

 

 

P(x | features) = P(x)*P( f1 | x)*P( f2 | x)*...P( fn | x)
P( features)
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Answer Extraction Modeling 
 

!  Maximum Entropy Model 
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Answer Extraction Modeling 
 

!  Maximum Entropy Model 

Maximize entropy = No assumption about feature dependency 
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Answer Extraction Modeling 
 

!  Maximum Entropy Model 

Maximize entropy = No assumption about feature dependency 

      y: what we predict 

      x: context 

 : weight of  a feature function fi   

p∗ y | x( ) =
exp λi fi x, y( )

i
∑
#

$
%

&

'
(   

exp λi fi x, y( )
i
∑
#

$
%

&

'
(

y
∑          

  

λi
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Parameter Estimation (GIS) 
Initialize 

Do until convergerve 

       For each i 

              calculate 

                                                                  

              update λ j
(n+1) = λ j

(n) +
1
C
(log

E fj
E

λ j
f j
)

λ j = 0

E
λ j
f j
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Parameter Estimation (GIS) 
Initialize 

Do until convergerve 

       For each i 

              calculate 

  

        

  where  

                                                                  

              update λ j
(n+1) = λ j

(n) +
1
C
(log

E fj
E

λ j
f j
)

λ j = 0

E
λ j
f j = p(λ j )

x∈ε
∑ (x) f j (x)

p
(λ j )

(x) = e
λ j
(n )

j=1

k+1
∑ f j (x )

Z
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Overview 
1.Define a set of  feature functions fi 

2.Observe training data to find expectation value di of  fi 

3.Estimation parameters     of  each  fi  based on di  

4.Compute probability of  each output y 

p∗ y | x( ) =
exp λi fi x, y( )

i
∑
#
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exp λi fi x, y( )
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∑          
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A simple demo 

Question: Which name is female? 
 

A: Thomas              B:  Kevin 
C: Franz                  D:  Bella 
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A simple demo 

Question: Which name is female? 
 

A: Thomas              B:  Kevin 
C: Franz                  D:  Bella 
 
 

" p(female| x) 
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A simple demo 
1.Define a set of  feature functions fi 
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A simple demo 
2.Observe training data to find expectation value di of  fi 
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A simple demo 
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A simple demo 
3.Estimation parameters of  each  fi  based on di  

λi
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A simple demo 
4.Compute probability of  each output y 

λi

p(female| x) 

39 



Overview 
1.Define a set of  feature functions fi 
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Answer extraction models 
proposed by Dan Shen, 2008 

 

!  Answer Candidate Ranking  
 

!  Answer Candidate Classification 
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Answer Candidate Ranking  
 

p∗ ac | q,{ac1,...acN}( ) =
exp λm fm q,ac( )

m=1

M

∑
#

$
%

&

'
(

exp
ac '∈{ac1,...acN }
∑ λm fm q,ac '( )

m=1

M

∑
#

$
%

&

'
(

  

        q : question 
       ac : answer candidate 
       fi : feature function 

ac*= arg   max
ac∈{ac1,ac2 ,...acn}

p(ac | {ac1,ac2,...acn})
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Answer Candidate Classification 

p∗ c | q,ac( ) =
exp λm,c fm q,ac( )

m=1

M

∑
#

$
%

&

'
(

exp
c '∈{true, false}
∑ λm,c ' fm q,ac( )

m=1

M

∑
#

$
%

&

'
(

  

 
 
 
 
 
 
 
 
 
 
q : question 
ac : answer candidate 
fi : feature function 

ac*= arg   max
ac∈{ac1,ac2 ,...acn}

p(true | q,ac)
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Comparison 

116

Table 6.1: Comparison between classification model and ranking model. Q is the number
of questions; N is the number of answer candidates for a question; M is the number of
feature functions.

# Events # Classes # Parameters
Classification Q£N 2 2M

Ranking Q N M

Comparing with the classification model, the ranking model makes the probability

p(ac|q, {ac1, ac2, ..., acN}) directly comparable against each other, by incorporating it

into the training criterion.

Using the same feature functions fm(q, ac), (m = 1, 2, ...M ) as the classification

task, the probability p(ac|q, {ac1, ac2, ..., acN}) will be calculated as follows:

p(ac|q, {ac1, ac2, ..., acN}) =

exp

∑
MP

m=1
∏mfm(q, ac)

∏

P
ac02{ac1,ac2,...,acN}

exp

∑
MP

m=1
∏mfm(q, ac0)

∏

Where, ∏m, (m = 1, ...,M ) are the model parameters. Note that the parameters are de-

fined as ∏m in the ranking model, whereas as ∏m,c in the classification model. This is

because in the classification model, each feature function fm(q, ac) has different weights

associated with different classes (∏m,true and ∏m,false respectively). Therefore, the clas-

sification model has as twice parameters as the ranking model.

Another difference between the models occurs in event construction. Suppose

there are Q questions in training data and each question has N answer candidates, the

classification model will handle Q£A events and two classes (true and false) per event

while the ranking model will have Q event and N classes (ac1, ..., acN ) per event. So

the event space of the classification model is much larger than that of the ranking model.

Table 6.1 summarizes the difference between the classification model and the ranking

model.

p∗ c | q,ac( ) =
exp λm,c fm q,ac( )
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Question 

? 
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