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Unreliable Networks  

Á Messages can be lost, reordered, duplicated, and arbitrarily delayed  

Unreliable Clocks  

Á Time is approximate at best, unsynchronized, and can pause  

Knowledge, Truth, Lies  
 
 
 
 
 
 
 
 
 

Students communi -
cating  their knowledge  

Unreliable Clocks  
 
 
 
 
 
 
 
 
 

An atomic clock with 
minimum drift  

Unreliable Networks  
 
 
 
 
 
 
 
 
 

A shark raiding an 
undersea cable  



Distributed Data Management  

The Situation  

Slide 3  

Consistency and 
Consensus  

Distributed Data 
Management  

Thorsten  Papenbrock  

Consensus  

A decision carried by all group members 
although individuals might disagree; 

defined by property, majority or authority.  

Challenge: Find a 
consensus in spite of 

unreliable communication.  
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Why distributed applications might require consistency and consensus.  

Á Non -static data :  

Á Distributed query processing on operational data,  

i.e., non -warehouse data requires a consistent view of the data.  

Á Frameworks for distributed analytics :  

Á Batch/Stream processing queries are usually broken  

apart, so that (intermediate) results must be  

communicated consistently between the nodes.  

Á Time - related analytics :  

Á Distributed query processing on volatile data streams  

requires a certain consensus on timing and/or  

ordering of events.  
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Person  

Á Pioneer in consistency and consensus methods  

for parallel and distributed systems  

(works at Microsoft Research)  

 
Known for  

Á Byzantine fault tolerance  

Á Sequential consistency  

Á Lamport  signature  

Á Atomic Register Hierarchy  

Á Lamport's  bakery algorithm  

Á Paxos  algorithm  

Á LaTeX 

 

 

Lamport  not only defined the 
ñByzantine problem ò, he also 

proposed several solutions  

Basically serializable  writes 
for distributed systems  

Popular method to construct 
digital signatures for arbitrary 

one -way crypto functions  

Securing a critical section 
without shared mutexes   

(using thread IDs)  

A fault - tolerant consensus algorithm 
(based on total order broadcast)  LaTeX !  

Approach of making register 
(record, key -value pair, é) 

appear atomic  
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Awards  

Á Dijkstra  Prize (2000, 2005, 2014)  

Á IEEE Emanuel R. Piore  Award ( 2004)  

Á IEEE John von Neumann Medal (2008)  

Á ACM Turing Award ( 2013)  

Á ACM Fellow (2014)  
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ñNobel Prize of computing ò 
(highest distinction in 

computer science )  

For outstanding papers on 
the principles of  

distributed computing  
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Consensus  Ordering Guarantees  Linearizability  
 


