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Motivation

● Find small segments of text which answer users’ questions
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(http://start.csail.mit.edu/)
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Motivation

● How many presidents do the USA have?

– 44

– List of names in chronological order
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(http://en.wikipedia.org/wiki/List_of_Presidents_of_the_United_States_by_occupation)



Motivation

● Information retrieval

– Keywords (short input)

– Document (long output)

● Question Answering

– Natural language question (long input)

– Short answer (short output)
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QA Types

● Closed-domain

– Answer questions from a specific domain

● Open-domain

– Answer any domain-independent question
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Question Analysis

● Named-Entity Recognition

● Surface Text Pattern Learning

● Syntactic Parsing

● Semantic Role Labeling
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Question Analysis: Named-Entity Recognition

● Recognize the named entities in the text to extract the target 
of the question

● Use the question’s target in the query construction step

● Example:

– Question: “In what country was Albert Einstein born?”

– Target: “Albert Einstein”
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Question Analysis: Pattern Learning

● Extract a pattern from the question

● Match the pattern with a list of pre-defined question patterns

● Find the corresponding answer pattern

● Realize the position of the answer in the sentence in the 
answer extraction step
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Question Analysis: Pattern Learning

● Example:

– Question: “In what country was Albert Einstein born?”

– Question Pattern: “In what country was X born?”

– Answer Pattern: “X was born in Y.”
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Question Analysis: Syntactic Parsing

● Use a dependency parser to extract the syntactic relations 
between question terms

● Use the dependency relation paths between question terms to 
extract the correct answer in the answer extraction step

13
(http://nlp.stanford.edu:8080/corenlp/process)



Question Analysis: Semantic Role Labeling

● Find the question’s head verb

● Example:

– „Who[Buyer] purchased YouTube[Goods]?“

● Commerce_buy predicate

14
(https://framenet2.icsi.berkeley.edu/fnReports/data/frameIndex.xml?frame=Commerce_buy)



Question Analysis: Semantic Role Labeling

● COMMERCE−BUY

– buy (v), buyer (n), purchase (n), purchase (v), purchaser (n)

● Identify candidate passages

– Buyer [Subj,NP] verb Goods [Obj,NP]

– Buyer [Subj,NP] verb Goods [Obj,NP] Seller [Dep,PP-from]

– Goods [Subj,NP] verb Buyer [Dep,PP-by]

– ...

● Example:

– „In 2006, YouTube[Goods] was purchased by Google[Buyer] for 
$1.65 billion.“
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Question Classification

● Classify the input question into a set of question types

● Map question types to the available named-entity labels

● Find strings that have the same type as the input question in 
the answer extraction step

● Example:

– Question: “In what country was Albert Einstein born?”

– Type: LOCATION - Country

17



Question Classification

● Example (NER):

– S1: “ Albert Einstein was born in 14 March 1879 .”

– S2: “ Albert Einstein was born in Germany .”

– S3: “ Albert Einstein was born in a Jewish family.”

18



Question Classification

● Classification taxonomies

– BBN

– Pasca & Harabagiu

– Li & Roth

● 6 coarse- and 50 fine-grained classes
– ABBREVIATION
– ENTITY
– DESCRIPTION
– HUMAN
– LOCATION
– NUMERIC

19



Question Classification

20

Coarse Classifier

Fine Classifier

ABBREVIATION ENTITY DESCRIPTION HUMAN LOCATION NUMERIC

group ind title description



Question Classification

● Rule-based

● Machine learning-based

● Considering the confidence measure of the classification to 
decide the category
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Query Construction

● Goal:

– Formulate a query with a high chance of retrieving relevant 
documents

● Task:

– Assign a higher weight to the question’s target 

– Use query expansion techniques to expand the query
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Document Retrieval

● Importance:

– QA components use computationally intensive algorithms

– Time complexity of the system strongly depends on the 
size of the to be processed corpus

● Task:

– Reduce the search space for the subsequent components

– Retrieve relevant documents from a large corpus

– Select top „n“ retrieved documents for the next steps
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Document Retrieval

● Use available information retrieval models

– Vector Space Model

– Probabilistic Model

– Language Model

● Use available information retrieval toolkits: Lucene, Lemur, 
Sors, ElasticSearch, etc.
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Sentence Retrieval

● Task:

– Find small segments of text that contain the answer

● Benefits beyond document retrieval:

– Documents can be very large

– Documents span different subject areas

– The relevant information is expressed locally

– Sentences simplifies the answer extraction step

● Main problem: sentence brevity
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Sentence Retrieval

● Information retrieval models for sentence retrieval

– Vector Space Model

– Probabilistic Model

– Language Model

● Jelinek-Mercer Linear Interpolation
● Bayesian Smoothing with Dirichlet Prior
● Absolute Discounting
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Sentence Retrieval

● Support from named-entity recognition and semantic role 
labeling

– “ Albert Einstein was born in 14 March 1879 .”

– “ Albert Einstein was born in Germany .”

– “ Albert Einstein was born in a Jewish family.”

– Buyer [Subj,NP] verb Goods [Obj,NP]

– Buyer [Subj,NP] verb Goods [Obj,NP] Seller [Dep,PP-from]

– Goods [Subj,NP] verb Buyer [Dep,PP-by]

30



Sentence Retrieval

● Supervised learning

– Features

● Number of entity types of the right type
● Number of question keywords
● Longest exact sequence of question keywords
● Rank of the document
● Proximity of the keywords (shortest path)
● N-gram overlap between passage and question
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Sentence Annotation

● Similar to Question Analysis

● Annotate relevant sentences using linguistic analysis

– Named-entity recognition

– Syntactic parsing

– Semantic role labeling
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Answer Extraction

● Extract candidate answers based on various information:

– Question

● Question Analysis: patterns
● Question Analysis: syntactic parser
● Question Analysis: semantic roles
● Question Classification: question type

– Sentence

● Sentence Annotation: all annotated data

35



Answer Extraction

● Use extracted patterns

● Example:

– Question: “In what country was Albert Einstein born?”

● Question Pattern: In what country was X born?

● Answer Pattern: X was born in Y.

● Example (Pattern):

● S1: “Albert Einstein was born in 14 March 1879.”
● S2: “Albert Einstein was born in Germany.”
● S3: “Albert Einstein was born in a Jewish family.”
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Answer Extraction

● Use question type and entity type

● Example:

– Question: “In what country was Albert Einstein born?”

– Question Type: LOCATION - Country

● Example (NER):

– S1: “Albert Einstein was born in 14 March 1879.”

– S2: “Albert Einstein was born in Germany.”

– S3: “Albert Einstein was born in a Jewish family.”

37



Answer Extraction

● Use syntactic parsing

– Different wordings possible, but similar syntactic structure

38

(based on the work by Dan Shen)



Answer Extraction

● Use syntactic parsing

– Many syntactic variations  need robust matching approach→

39
(based on the work by Dan Shen)



Answer Extraction

● Use semantic roles

● Example:

– “Who[Buyer] purchased YouTube?[Goods]”

● Example:

– “ In 2006, YouTube[Goods] was purchased by Google[Buyer] 
for $1.65 billion.”
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Answer Validation

● Use the Web as a knowledge resource for validating answers

● Required steps

– Query creation

– Answer rating

42



Answer Validation

● Query creation

– Combine the answer with a subset of the question 
keywords

– Choose different combinations of subsets

● Bag-of-Word
● Noun phrase chunks
● Declarative form
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Answer Validation

● Example:

– Question: “In what country was Albert Einstein born?”

– Answer Candidate: Germany

● Queries:

– Bag-of-Word:

● Albert Einstein born Germany
– Noun-Phrase-Chunks:

● “Albert Einstein” born Germany
– Declarative-Form:

● “Albert Einstein was born in Germany”
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Answer Validation

● Answer rating

– Evaluate the query in a search engine

– Analyze the result of the search engine

● Count the results
● Parse the result snippets

– Other possibilities:

● Use knowledge bases to find relations between the 
question keywords and the answer, e.g., WikiData
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Deep learning 

(end-to-end architecture)

● Master thesis of Georg Wiese

46

(https://arxiv.org/pdf/1706.03610.pdf)



Further Reading

● Book „Speech and Language Processing“

– Chapters 23.1, 23.2

– New book: chapter 28

(https://web.stanford.edu/~jurafsky/slp3/)
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