
Performance Evaluation

» We present three approaches for saving and 
recovering exact representations of DL models.

» We evaluate all approaches in distributed 
environments for different model architectures, 
model relations, and datasets to discuss trade offs.

» We bundle all approaches together with a probing 
tool in a Model Management Library (MMlib).
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Use CasesContribution

Approaches

U-1: distribute initial model
U-2: update model on server 
U-3: update model locally
U-4: recover model

Baseline: 
complete 

model 
snapshots 

Update: 
difference to 

previous 
model

Provenance: 
detailed 
training 

information 

To reproduce training …
» … use same data, model, and parameters
» … make intentional randomness deterministic

 → set seeds 
» … make floating point computation deterministic 
→ use same software and hardware
→ only allow for deterministic implementation

Reproducibility

Time-to-Recover

» Baseline: constant; other  
approaches staircase pattern
» Update: slowly increasing

» Provenance: increase 
dependent on training time
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» time-to-save dependent 
on amount of data
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Summary

Baseline Update
Provenance

» Storage consumption depends on #parameters
» Update: up to 95.6% improvement over baseline

» Provenance: up to 70.0% improvement over baseline
» Critical factor: dataset size vs. #parameters

» Choose Baseline when optimize for 
time-to-recover, otherwise trade in 
for reduced storage consumption.

» Storage consumption: best approach 
depends on model relation, number of 

parameters and dataset size. 

» When optimizing for time-to-save 
choose the approach with the lowest 

storage consumption.
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