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9th Workshop on
Aspects, Components, and Patterns for Infrastructure Software
(ACP4IS '10)

co-located with the 9th International Conference on
Aspect-Oriented Software Development (AOSD)
March 16, 2010, Rennes, France

Workshop Home Page: http://aosd.net/workshops/acp4is/2010/

Aspect oriented programming, component models, and design patterns are modern and
actively evolving techniques for improving the modularization of complex software. In
particular, these techniques hold great promise for the development of “systems infras-
tructure” software, e.g., application servers, middleware, virtual machines, compilers,
operating systems, and other software that provides general services for higher-level ap-
plications. The developers of infrastructure software are faced with increasing demands
from application programmers needing higher-level support for application development.
Meeting these demands requires careful use of software modularization techniques, since
infrastructural concerns are notoriously hard to modularize.

Aspects, components, and patterns provide very different means to deal with infras-
tructure software, but despite their differences, they have much in common. For instance,
component models try to free the developer from the need to deal directly with services
like security or transactions. These are primary examples of crosscutting concerns, and
modularizing such concerns are the main target of aspect-oriented languages. Simi-
larly, design patterns like Visitor and Interceptor facilitate the clean modularization of
otherwise tangled concerns.

Building on the ACP4IS meetings at AOSD 2002-2009, ACP4IS 10 aims to provide
a highly interactive forum for researchers and developers to discuss the application of
and relationships between aspects, components, and patterns within modern infrastruc-
ture software. The goal is to put aspects, components, and patterns into a common
reference frame and to build connections between the software engineering and systems
communities.

Scope of the Workshop

The importance of “systems infrastructure” software—including application servers, vir-
tual machines, middleware, compilers, and operating systems—is increasing as applica-
tion programmers demand better and higher-level support for software development.
Vendors that provide superior support for application development have a competitive
advantage. The software industry as a whole benefits from an increased base level of
abstraction, decreasing the need for application programmers to continually “reinvent
the wheel”.

These trends, however, mean that the demands on infrastructure software are in-
creasing. More and more features and requirements are being “pushed down” into the



infrastructure, and the developers of systems software need better tools and techniques
for handling these increased demands. The design and implementation of systems-level
software presents unique opportunities and challenges for AOSD techniques. These chal-
lenges include the need to address the inherent complexity of infrastructure software,
the need for strong assurances of correct and predictable behavior, the need for maxi-
mum run-time performance, and the necessity of dealing with the large body of existing
systems software components.

This workshop aims to provide a highly interactive forum for researchers and devel-
opers to discuss the application of and relationships between aspects, components, and
patterns within modern infrastructure software. The goal is to put aspects, compo-
nents, and patterns into a common reference frame and to build connections between
the software engineering and systems communities.

This year’s workshop puts special focus on the challenges in system’s programming
introduced by multi-core platforms. As hardware-supported parallelization becomes
mainstream, there is an increasing pressure on systems infrastructure to exploit this
new parallelism to its fullest. However, the non-modular nature of parallel execution,
and the numerous levels at which parallelism can be achieved (application, systems
infrastructure, hardware or even a combination thereof) make it hard to come up with
an intuitive, yet efficient parallel architecture. We solicited novel ideas and experience
reports on this emerging research area.

Other topics in the scope of the workshop include, but are not restricted to:

e Approaches that combine or relate component-, pattern-, and aspect-based tech-
niques

e Dimensions of infrastructure software quality including comprehensibility, config-
urability (by implementers), customizability (by users), reliability, evolvability,
scalability, and run-time characteristics such as performance and code size

e Merits and downsides of container-, ORB-, and system-based separation of con-
cerns

e Architectural techniques for particular system concerns, e.g., security, static and
dynamic optimization, and real-time behaviour

e Design patterns for systems software

e Component, pattern, and aspect “mining” within systems code
e Application- or domain-specific optimization of systems

e Reasoning and optimization across architectural layers

e Quantitative and qualitative evaluations

The workshop is structured to encourage fruitful discussions and build connections
between workshop participants. To this end, approximately half of the workshop time



will be devoted to short presentations of accepted papers, with the remaining half devoted
to semi-structured discussion groups. Participants will be expected to have read the
accepted papers prior to the workshop, to help ensure focused discussions.

A novelty at ACP4IS ’10 is that we will invite workshop attendees to give “sponta-
neous” short presentations on their work if they see a relation to topics being presented
and discussed at the workshop. These presentations will be limited to about ten minutes,
and are intended to provide additional structured input to discussions. Spontaneous pre-
sentations will be asked for during the workshop; no paper needs to be submitted, and
no publication is associated with them. There will be a session dedicated to them, just
prior to discussion.












6. Each node replies to the initiator that it has completed the
reconfiguration locally.

7. When all nodes have reported completion the initiator node
returns control to the caller of reconfigure().

An example of the use of Configurator.reconfigure() is given in
Section 5.2.

4. The Consistency Framework

In this section we discuss our approach to the support of consis-
tent dynamic reconfiguration. This is independent of the basic
AO-OpenCom reconfiguration architecture discussed in the above
section which handles only the basic mechanics of dynamic aspect
(un)deployment. The Consistency Framework (COF) illustrated in
Figure 3 consists of: a System Consistency Framework, a Compo-
sitional Consistency Framework and a set of ‘threat aspects’
which are responsible for guarding against consistency threats
such as those identified in Section 2; these threat aspects are wo-
ven into the lower-level frameworks using the usual AO-
OpenCom facilities.

The fundamental strategy of the COF is to guard against con-
sistency threats by deploying ‘threat aspects’ at appropriate join
points within AO-OpenCom itself. The benefit of this strategy is
that threats can be handled in an incremental, selective and ex-
tensible manner where specific threat aspects can be deployed to
guard against specific consistency threats. Crucially, we are using
the same approach to guard against consistency as we are for ‘or-
dinary’ application-level dynamic reconfiguration: i.e. using as-
pect composition.

Turning now to the detail, the Consistency Configurator is re-
sponsible for managing these threat aspects and for deploying
them at appropriate join points within the AO-OpenCom-based
distributed system (see below).

Figure 3. Applying Consistency Framework to AO-OpenCom

We now turn to a discussion of how the Consistency Configurator
resolves each of the threats discussed in Section 2 by deploying
appropriate threat aspects. When discussing the weaving of threat
aspects, the following paragraphs refer to the numbered join
points, 1-7, within the AO-OpenCom framework that are illu-
strated in Figure 3.
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4.1 Addressing System Environment Threats

The Consistency Configurator uses the System Consistency
Framework to instantiate the appropriate system environment
threat aspects based on the reconfiguration needs as described in
this section.

Protocol Message Disruption. To ensure that reconfiguration
messages are not lost, the System Consistency Framework uses a
reliability threat aspect and this aspect is woven at join points 4
and 5. The reliability threat aspect implements a reliability proto-
col atop the Distribution Framework to ensure that all messages
are reliably received by each member. Because it is implemented
as an aspect, this behaviour can be realised using various underly-
ing mechanisms and can therefore be made straightforwardly
applicable to a variety of implementation environments. This
point is an important one and also applies to all the other threat
resolution aspects to be discussed below.

In more detail, our currently-implemented reliability threat
aspect is composed of an aspect with two advices and a ‘message
store’. The first advice is woven ‘before’ join point 5, and has the
task of piggybacking reliability information to the message before
it is sent via the ISend interface. The second advice is woven as a
‘before’ advice at join point 4 (i.e. before the message is delivered
to the Configurator via INotify); this monitors incoming messages
(and caches them in the message store), detects any losses within
the transmission sequence, and requests retransmission of lost
messages.

To weave the reliability threat aspect in a consistent manner
(this again applies also to all the other threat resolution aspects to
be discussed below) the quiesce() operation is first called on the
connectors at join points 4 and 5 by the Consistency Configurator.
Upon successfully achieving quiescence, the reliability threat
aspect is woven at the front of the advice chain list (for brevity,
we discuss this weaving process only for join point 5; see Figure
4); hence, it is invoked before method calls go to the Distribution
Framework. Once the reliability threat aspect have been success-
fully woven at both join points, the resume() operation is called by
the Consistency Configurator.

Figure 4. Weaving the reliability threat aspect at join point 5

Local Node Disruption Threat. To guard against this threat, the
System Consistency Framework instantiates a consensus threat
aspect and this aspect is woven at join points 4 and 5 to ensure
that local node failures or disruptions do not compromise the con-
sistency of the system. This aspect is ‘flexible’ in that it can im-
plement any one of a range transaction protocols [7] depending on
the specific requirements and deployment environment. To illus-
trate the operation of the advices we briefly describe our two-
phase commit implementation. In this implementation, a ‘before’
advice woven at join point 5 takes messages before they are sent
and converts them into the required sequence of messages for
two-phase commit. Correspondingly, the ‘around’ advice at join



point 4 receives these transaction protocol messages and sends
phase acknowledgements; it also communicates with the AO-
OpenCom Configurator to enact or undo the local reconfiguration
as appropriate.

Infrastructure Service Failures Threat. To guarantee the liveness
of the infrastructure services (e.g. the Aspect Repository), the
System Consistency Framework uses a replication aspect. This
aspect is woven at join point 6 as an ‘around’ advice. Based on
application requirements, a number of replication algorithms
could be used to ensure maximum aspect availability and consis-
tency during updates—e.g. the Coda [15] or Bayou [6] algorithms.
More advanced algorithms which consider specific application
and context requirements could also be used: e.g. Beloued [2].

Further, the System Consistency Framework uses a load ba-
lancer aspect to manage the load across the infrastructure services
and this aspect is woven at join point 6 as a ‘before’ advice. Our
current load balancer algorithm implements both the push and pull
migration approaches [11]. The detailed functionality of the load
balancing algorithm is beyond the scope of the paper; but, in brief,
with push migration, periodic checks are made on the load of
particular replicated repository loads, and as imbalances are found
the load is evenly distributed from overloaded to less busy reposi-
tories. And the pull technique arranges that an idle replicated re-
pository can transparently take tasks from a busy repository.

To prevent version conflicts in the Aspect Repository, the
System Consistency Framework uses a concurrency management
aspect. This aspect is woven as a ‘before’ advice at join point 7.
The concurrency mechanism uses an optimistic read/write locking
mechanism with priority for readers. Calls to update an aspect
instance/version in the repository access the lock as a writer such
that a writer can access the lock when there are no readers, while
calls to retrieve aspect instances access the lock as a reader.

Simultaneous Reconfiguration Threat. To ensure that simultane-
ous reconfiguration requests do not interfere with one another, the
System Consistency Framework uses a distributed read/write
concurrency aspect and is woven at join point 1. This is an
‘around’ advice, the ‘before’ part being activated before the Con-
figurator.reconfigure() is called. The advice then attempts to
access the framework’s lock set by the concurrency aspect, and
blocks the call until this is obtained, at which point the reconfigu-
ration can proceed. At this point, any reconfiguration attempts by
other nodes are blocked until the present reconfiguration is com-
plete, at which point the Configurator returns the reconfigure()
call, and the ‘after’ part of the ‘around’ advice releases the lock.

Unauthorised Reconfiguration Threat. To prevent unauthorised
nodes initiating reconfiguration, the System Consistency frame-
work uses a series of security aspects, which are subsequently
woven at join points 4 and 5. These comprise aspects that each
addresses a different flavour of security threat: e.g. access control,
integrity or confidentiality. The weaving order of these aspects is
crucial: of the three mentioned the order would be authentication,
confidentiality and then integrity.

Currently, an authentication aspect is woven as a ‘before’ ad-
vice at join point 5 such that it is called before the Distribution
Framework and performs access control before allowing continua-
tion. Then a confidentiality aspect encrypts the arguments of
method calls as they are passed through the Distribution Frame-
work. This is achieved by weaving an encryption advice as a ‘be-
fore’ advice at join point 5 and a decryption advice at join point 4,
also as a ‘before’ advice. Finally the System Consistency Frame-
work implements an integrity aspect in terms of an SSL layer
between reconfigured nodes.

4.2 Addressing Compositional Threat

The Consistency Configurator uses the Compositional Consisten-
cy Framework to instantiate the appropriate compositional threat
aspects based on the reconfiguration needs as described below.

Unsynchronised Weaving of dependent aspect Threat. The
Compositional Consistency Framework uses a transaction man-
agement concurrency protocol or coordination protocol to pre-
serve compositional dependencies. Each of the protocols is
encapsulated as an aspect and is woven as a ‘before’ advice at join
points 4 and 5. This process is equivalent to that used for threat 2.
Here, the Saga transaction model [7] allows dependent aspects to
be divided into a sequence of sub-transactional aspects, each of
which manages an associated compensating sub-transaction that
can be triggered to undo the effects of the committed sub-
transaction aspect in case one fails.

With respect to the coordination protocol, protocol the Com-
positional Consistency Framework uses the NeCoMan [9] proto-
col which is encapsulated as an aspect and woven to provide
synchronisation between the reconfigured entities.

Unsynchronised binding of distributed remote aspects. To pre-
vent race conditions in which remote connectors attempt to com-
municate with remote aspects that have previously been removed,
a ‘before’ advice is woven at join point 3. This detects when a
‘remove’ command is passed to the Aspect Handler, and in re-
sponse weaves a proxy caretaker aspect this is woven in front of
proxies for the removed application aspect. Then, when a remote
client (connector) attempts to invoke this removed aspect, the
proxy caretaker aspect is invoked instead which redirects and
informs the remote connector that the referenced aspect has been
removed. To avoid the connector from invoking the aspect in the
future, it removes the remote aspect reference from its aspect
chain when it receives the ‘remove reference’ message.

Mutual exclusion of Aspect(s) Threat. To ensure that conflicting
aspects are not composed, the Compositional Consistency
Framework uses a semantic reasoning and resolution aspect (e.g.
[17]) and is applied at join points 1 and 4. This aspect holds appli-
cation-specific rules about which mutual exclusive behaviours are
allowed and not allowed when reconfiguration (both addition and
removal of aspects) is performed. Using reflection, it identifies
aspect(s) woven at the join point and determines if adding or re-
moving the aspect will cause any inconsistencies. For detected
conflicts an exception is raised and the reconfiguration is aborted.

4.3 Ordering of Threat Aspects

Although the threats discussed above are essentially orthogonal to
one another, the order in which the corresponding aspects are
composed is still important. For example, when the consensus
aspect is woven at join points 4 and 5, the reconfiguration can
proceed in either of the following ways: (i) if no threat aspects are
deployed then the consensus aspect is then woven as a ‘before’
advice; or (ii) in the case where the threat 1 aspect has already
been woven, the consensus aspect is woven as a ‘before’ advice
with position 2. The decision is determined from priority ordering
information attached as attributes to the individual aspects. Weav-
ing the reliability aspect first ensures that a reliable consensus
protocol is selected.

The order in which aspects woven at the same join point are
invoked affects the reconfiguration semantics. This is particularly
true for join points 4 and 5 at which numerous aspects are woven.
Aspects being executed in the wrong order could lead to situations
in which a message needing to be processed by a particular aspect
has already been consumed by another.
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To guard against such eventualities, the COF mandates a par-
ticular order for the weaving of the threat aspects. These are illu-
strated in Figures 6(a) and 6(b) which respectively illustrate the
required ordering at join points 4 and 5.

Configurator

- : "
OIN otify Order of execution

_ L
Reliability Concutrency Consensus ATMS Security
Aspect Aspect Aspect Aspect Aspect

Interceptor Connector

Join point 4

Communication

Figure 6(a). List of threat aspects woven at join point 4

A

Consensus
Aspect

Interceptor Connector
ISend

Join point 5

|

Communication
Figure 6(b). List of threat aspects woven at join point 5

5. Evaluation

We focus on two dimensions of evaluation: (i) the extent to which
AO-OpenCom/COF achieves our stated goals of configurability
and transparency; and (ii) the overhead of AO-OpenCom/COF in
‘typical’ usage scenarios.

5.1 Configurability

In Section 4.1 we have already demonstrated the configurability
of AO-OpenCom/COF in addressing a wide range of consistency
threats. Our general approach to dealing with such threats—i.e. by
selectively applying threat aspects to join points in AO-OpenCom
itself—is inherently highly configurable and can be changed or
extended simply by applying different threat aspects. However,
two potential vulnerabilities of our approach might become evi-
dent if new threat aspects are added to the set we have already
identified: (i) it could become harder to keep track of the threat
aspect ordering constraints discussed in Section 4.2; and (ii) there
could be an increased possibility of undesirable interactions be-
tween the behaviour of the different threat aspects. The extent to
which these vulnerabilities become problematic will become
clearer with experience. However, we believe that the set of threat
aspects we have identified is already quite comprehensive, and
that many cases can be covered with the current set alone. Under-
lying this belief is our experience that most threats seem to reduce
to a tractable number of common underlying patterns.

5.2 Transparency

Turning now to the issue of transparency, AO-OpenCom/COF
naturally supports a selectively transparent approach. At one ex-
treme, an appropriate set of threat aspects can be pre-configured at
application start-up time so that the application programmer who
wishes to initiate a run-time reconfiguration needs only to make
the appropriate call to Configurator.reconfigure(). This achieves
complete transparency of consistency-related mechanisms. At the
other extreme, the programmer can be explicit about which threat
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aspects should be put in place for each reconfiguration. In this
case, COF will apply the requested threat aspects on-the-fly (if
they are not already present) before proceeding to perform the
requested reconfiguration. Note that this extreme is still partially
transparent as the programmer is protected by the Consistency
Configurator from the low level details of actually weaving the
threat aspects.

To illustrate the partially transparent case consider a reconfi-
guration scenario relating to the case study in Section 2. Assume
that the application programmer wants to add an MPEG4 video
codec aspect to all nodes in domains 1 and 2 which already have
video-codec components with an IMPEG interface. Further as-
sume that domains 1 and 2 offer reliable TCP-based communica-
tions. The programmer would specify the reconfiguration request
by writing code along the lines of Figure 7 (the code is simplified
for presentational purposes).

Note that the required threat aspects are specified as part of
the aspect specification. In this case no compositional threats are
applicable, and the protocol message disruptions threat (T1) is not
applicable either because of the availability of TCP. This leaves
only the remainder of the ‘system environment’ threats: i.e.
threats T2-T5. The Configurator.reconfigure() call takes the given
pointcut and aspect specifications and also specifies that the speci-
fied aspect should be added, that the scope of the reconfiguration
should be the entire DCF and that the weaving locus should be
before.

Pointcut pc = new Pointcut( “domainl* && domain2*”, “video-
codec®’, “IMPEG”, “video-player*”);
Aspect aspectVideo = new Aspect(MPEG4VideoCodec, “T2 T3
T4 T57);
Configurator.reconfigure(multimedia_app, pc, add, aspectVideo,
perDCF, before);

Figure 7. Reconfiguration specification

5.3 COF Overhead

The following experiment was performed on two Core Duo 2, 1.8

GHZ PCs’ with 2GB RAM running Windows, and using the Java-

based version of AO-OpenCom. Each measurement was repeated

ten times and mean values taken to discount anomalous results.

The purpose of the experiment was to evaluate the performance

overhead of dynamic reconfiguration operations using AO-

OpenCom and COF, We approached this by instrumenting an

implementation of the application scenario described in Section

5.2, while using different threat aspect configurations from the

consistency framework.

The results are shown in Figure 8 which shows the measured
overhead of the following 4 cases: (i) reconfiguration without
COF; (ii) reconfiguration using COF with the system consistency
framework threat aspects only; (iii) COF with the compositional
consistency framework threat aspects only; and (iv) COF with
both the system and compositional consistency framework threat
aspects.

We can see a linear increase in overhead when applying COF for

compositional threat aspect while a non-linear increase of over-

head for System Consistency Threat aspect used as the number of
reconfigured nodes is increased. This is explained by:

e the fact that the initiator node is a bottleneck (this could in
principle be alleviated by configuring AO-OpenCom with
slave Configurators to increase parallelism);

e weaving of dependent aspects are treated as sub-transactions
over a mixed set of nodes. The set of affected nodes having
dependent causes affected nodes to dependent on each other,
causing the overhead to be higher.




Overall, based on our experiments, we can conclude that the run-
time overhead of COF is acceptable; with each threat aspect capa-
ble of being independently woven each threat aspect can be
individually deployed based on the required reconfiguration con-
text, thus significantly reducing the overhead compared to all
threat aspects being deployed.

2500

=B-Reconfiguration without COF

2000 A

—+—COF with System Consistency Aspects

Only
—=COF with System and Compositional
ThreatAspects

. 7

500 /

Time (ms)

4 6 8 10

No of Nodes

Figure 8. Overhead of reconfiguration using COF in AO-
OpenCom

6. Related Work

Few AO middleware platforms have addressed the challenges of
performing consistent dynamic reconfiguration. DyMac [10], and
CAM/DAOQP [14] are prominent examples of distributed AOP
platforms that have no support for dynamic reconfiguration. Other
prominent platforms such as Spring AOP [1] and FAC [13] do
support reconfiguration, but do not support distribution; these
systems have not needed to consider strong consistency mechan-
isms as reconfiguration is considerably simpler when confined to
a single node.

JAC [12] is an early example of a distributed platform that
supports dynamic reconfiguration. However, this support involves
only the reconfiguration of advices at individual join points and
provides no support for distributed consistency management.

AWED [3] supports dynamic weaving of aspects using the
DJAsCo [20] distributed AOP architecture. It supports the weav-
ing of stateful distributed aspects, and through the use of a consis-
tency protocol ensures that whenever an aspect is woven at a
specific host, mirrors are also woven at other involved hosts.
However, AWED do not consider any other consistency threats as
discussed in the our proposed solution.

ReflexD [18] also supports dynamic weaving/unweaving of
mirrored aspects, and uses a framework to provide system-wide
consistency. However, as in AWED ReflexD aspects exist only as
mirrored aspects although unlike AWED, ReflexD ensures that
whenever an aspect is changed the corresponding remote copies
are synchronised. But again, the consistency mechanisms pro-
vided do not generalise to the extent of our proposal.

Finally, DyReS [19] is an AO middleware framework devel-
oped on top of JBOSS dynamic AOP [4] and Spring AOP [1] that
provides consistent dynamic reconfiguration in a more sophisti-
cated manner than the systems reviewed above. More specifically,
DyReS uses a coordination protocol that allows aspects to be dy-
namically added and removed in a consistent manner by achieving

quiescence. The protocol is based on two synchronisation primi-
tives: wait blocks the ongoing reconfiguration process until it gets
a notify message from a specified node; and notify sends a syn-
chronisation message to a specified node. Although this approach
supports a degree of generality (i.e. it is portable over multiple
underlying platforms), it again does not generalise to a wider set
of consistency threats. For example, when deployed in a wireless
network environment there is no way to address the possibility of
lost or reordered synchronisation messages or other system envi-
roment threats as in our approach. Furthermore, compositional
threats are not addressed in DyReS. Our approach is more flexi-
ble, allowing different consensus and consistency protocols to be
chosen based on the required reconfiguration, the current envi-
ronment, and the wide range of threats that are posed.

7. Conclusion and Future Work

In this paper we have identified a number of important threats to
maintaining the consistency of distributed reconfiguration opera-
tions in AO middleware environments. We believe these threats to
be representative of the type of threats that should be considered
by all dynamic AOP platforms. More specifically, we have pre-
sented the AO-OpenCom platform which supports the composi-
tion and reconfiguration of distributed aspects, and an associated
distributed consistency framework called COF that ensures that all
of the identified threats are handled in a transparent manner. COF
has the following important benefits. First, it is simple and elegant
in that it uses aspect composition to deploy these consistency
mechanisms. Second, it is flexible and configurable in that appro-
priate threat aspects can be dynamically woven and unwoven
according to the types of threat and environmental conditions
currently pertaining. Third, it is inherently extensible in that new
threat aspects can be developed and woven into the system at
appropriate join points as and when new threats are identified.
Fourth, it achieves the maintenance of consistency with a reason-
able overhead compared to unsafe reconfiguration.

There are several research directions that we would like to in-
vestigate in the future. First, we are currently working on perfor-
mance optimisations to reduce reconfiguration overheads through
the use of multiple (slave) Configurators in cases where a reconfi-
guration needs to be carried out on a large number of nodes. This
should reduce the overheads identified in Section 5 to something
closer to constant time. Second, we will investigate the potential
for embedding our approach in a self-managing, autonomic envi-
ronment. Finally, we plan to integrate our framework with appro-
priate modelling tools which can support the developer in
designing, evaluating and validating complex aspect reconfigura-
tions before they are deployed into a distributed system.
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Abstract

An important characteristic of Service-Oriented Architectures is
that clients do not depend on the service implementation’s internal
assignment of methods to objects. It is perhaps the most important
technical characteristic that differentiates them from more com-
mon object-oriented solutions. This characteristic makes clients
and services malleable, allowing them to be rearranged at run-time
as circumstances change. That improvement in malleability is
impaired by requiring clients to direct service requests to particular
services. Ideally, the clients are totally oblivious to the service
structure, as they are to aspect structure in aspect-oriented soft-
ware. Removing knowledge of a method implementation’s loca-
tion, whether in object or service, requires re-defining the bound-
ary line between programming language and middleware, making
clearer specification of dependence on protocols, and bringing the
transaction-like concept of failure scopes into language semantics
as well. This paper explores consequences and advantages of a
transition from object-request brokering to service-request broker-
ing, including the potential to improve our ability to write more
parallel software.

Categories and Subject Descriptors D.3.3 [Programming Lan-
guages|: Language Constructs and Features — abstract data types,
concurrent programming structures. D.2.11 [Software Engineer-
ing]: Software Architectures — data abstraction, languages.

General Terms Design, Languages.

Keywords Service-Oriented, Aspect-Oriented, Programming Lan-
guage, Middleware, Concurrency.

1. Introduction

With current approaches to software design and implementation,
software artifacts, like classes or methods, embody many decisions
made at they time they are designed and implemented. In more
fluid environments, including distributed, autonomic, grid, and
service-oriented, that are emerging today, we need more of these
choices to be deferred until run-time. For example, today the client
of a method specifies where to find its implementation, whether in
an object or in a service. In common usage, malleability is the
ability of an article to be molded or shaped to fit for changing cir-
cumstances, and we have applied the term to software artifacts [5].
Enhancing malleability requires us to re-think the boundary be-
tween programming languages and middleware and introduce a
point at which intelligent choice can be injected into the otherwise
rigid semantic specification. But introducing a locus for such an
intelligence allows us to better address the need for greater paral-
lelism that we confront in the multi-core future.

To address the need for greater malleability, we advocate the
use of a programming model, called the broadcast service model,
with several novel characteristics:

= There is a modularizing construct, called service, that contains a
coherent collection of classes and has a run-time instantiation.
Services may be responsible for handling method calls made by
a client or may be attached obliviously, as aspects. They may be
bound within a process or located remotely, and they hold the
state for various aspects of objects.

There is an interface-like construct, called face, that character-
izes a set of methods that can be called safely, but does not indi-
cate which object or service implements them.

Clients may use a single reference to an object even when its
state is distributed across several services. The services are re-
sponsible for resolving references, so that an object’s methods
can access its state.

Method invocations do not indicate a particular target object or
service. Instead, invocation is broadcast, with the intelligence
guiding the delivery of a method call to one or more implemen-
tations being provided by a middleware-defined dispatcher,
caller a service request broker.

All execution takes place within a transaction, which serves to
circumscribe behavior on failure.

To explore this model, we are developing a programming lan-
guage, Continuum [14], which embodies this structure and intro-
duces constructs that enhance malleability. In the next section of
this paper, we use a small example to illustrate the underlying
issues of malleability and obliviousness, point-to-point service
provision, aspect attachment, and broadcast service provision. In
the third section we then outline some of the technical challenges
that must be met to realize those advantages. The fourth section
then describes advantages to be achieved by combining the differ-
ent kinds of obliviousness provided by aspect-oriented and by
service-oriented technologies. These advantages include not only
increased malleability, but also a basis for describing statically
enforced future processing commitments. These commitments can
be used to merge process-flow and call/return paradigms and natu-
rally express latent parallelism, to better exploit multi-core proces-
SOrs.

2. Underlying Issues
2.1 Malleability

Malleability is much like reusability, except that instead of
characterizing how an artifact can be reused during the develop-
ment of new artifacts, malleability characterizes how flexibly it
can be used at deployment-time or run-time. For example, using
Java’s ability to describe the type of a parameter with an interface
rather than with a class makes methods both more reusable and
more malleable. But unlike Java, ADA and Modula-3 can identify
a parameter’s purpose by name. The order in which these names

* This work was made possible by a grant from the Science Founda-
tion Ireland
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are used by a method’s caller can differ from the order in which
the implementer listed them. This improves the malleability of
both. But it does not improved their reusability because the order
used by the selected implementation is evident at development
time in any case. The information needed to reorder parameters
can be provided without undue burden on the developer by refer-
ring methods and parameters defined in interfaces to a glossary
that, like JavaDoc, provides extra-lingual information about mean-
ings.

Generally speaking, malleability cannot be achieved by adding
one or another language feature to address it, although features that
increase the specification content of software over its algorithmic
content add to software’s malleability. It is instead easier to enu-
merate characteristics of software that inhibit malleability, and
propose their removal or the substitution of equivalent characteris-
tics in different form. We mentioned sensitivity to parameter order
as one example, above, but there are many other ways that two
implementations of the same function can differ. A trivial example
is tolerance for name variations to be used for methods or types,
which can be resolved through the use of the same glossary men-
tioned above. A more subtle inhibitor to malleability is the as-
signment of the implementation to a particular “target” object,
which is otherwise just one among the several parameters. We
have called the ability to ignore such differences “structural ab-
straction” [8] and defined a Java-compatible programming lan-
guage called Continuum that permits the objects responsible for
method implementations to be imagined differently by clients and
services [9],[14].

2.2 Obliviousness

Obliviousness is an important way to achieve malleability. That
is one of the reasons it is so important in separating concerns. Us-
ing structural abstraction, the service-oriented model for software
provides a way to make clients oblivious to the issue of where a
method is implemented within a service. But it does so by intro-
ducing a new structural dependence. By modeling services as ob-
jects, it replaces dependence on the assignment of methods to ob-
jects with dependence on the assignment of methods to services.
As with traditional target-directed object calls, service requests and
responses are point-to-point, forcing the client to rigidly reflect the
realization of function by services.

On the other hand obliviousness [1] is one of the hallmarks of
aspect-oriented technologies, which hide service attachments from
clients. The concept of obliviousness recognizes that the flow of
logic within software is not sensitive to independently described
aspects that may each carry part of its state. Aspects can be used
for attachment of systemic function like management of transac-

tions, or for composition of component functionality like editing,
display and validation of the elements of a development environ-
ment. No matter which, the fact that the combined aspects’ code is
oblivious to the manner of their combination is a major contributor
to the software’s malleability. However, today’s exploitation of
aspect-oriented concepts is only applied where clients do not con-
trol or direct the aspect code. It is not appropriate for modeling
service attachment to clients because, after all, the conventional
model of method call forces the client to know the method’s im-
plementer.

In [9], we observed that structural abstraction can be achieved
by changing the nature of method call from point-to-point to
broadcast. This is a deep change conventional object-oriented se-
mantics in which method calls are always directed to a target ob-
ject in a point-to-point fashion Rather than statically binding
methods to classes, the face merely indicates that the methods’
implementations have been demonstrated to be available. The
same flexibility can be used to organize services in a manner mak-
ing clients are oblivious to their structure.

2.3 Using Broadcast Method Call for Malleability

We will use a family of related examples shown in Figure 1 to
illustrate several points related to use of structural abstraction and
broadcast for method call. The problem being addressed is
motivated by the commonly seen phenomenon of mobile phones’
ability to optionally display a clock on the phone’s window.
Presuming a method “display” that a client can use to put the clock
in the display — one can ask how to write the method call that
invokes it. The lower part of Figure 1 shows such a client. To
focus on structural abstraction, we ignore the grey-shaded
material. The upper part of Figure 1 shows several possible server
implementations. In (a), “display” is implemented in the window
object, while in (b) it is implemented in the clock. In the interest of
malleability, we wish the client to use either service supplier,
where in this case we might presume that the “service” is local and
in the clients classpath. The use of both interface and face declara-
tions in the client is intended to highlight the fact that a legacy
client may have expected the implementation to be in “Window”.
Treating interfaces as a “sugar” allows use of the legacy style.

The syntax in these examples is familiar in form, but has subtly
different meanings from what may be expected. Full description of
the type model supporting structural must be left elsewhere [3], as
it would consume the space allotment for this paper. In brief, there
is a classification hierarchy for objects in which a classifier can
have more than one super-classifier. Classes, as distinct from clas-
sifiers, define the state and method implementations for objects,
and are attached as leaves to the classification “tree”. Classifiers

HalfServer1 HalfServer2

class Window {} class Window {}

class Clock class Clock
{display(Window w) {setColor(int k)
{...code ...} } {...code ...};}

HomeServer WorkServer
class Window class Window {}
{display(Clock c) class Clock {
{...code ...} } display(Window w)
class Clock { {...code ...};
setColor(int k) setColor(int k)
{...code...};} {...code ...}; }

ClientSetup(Window w,Clock c)
{w.display(c); c.setColor(2); }

interface Window {display(Clock c);}
face Clock { setColor(Clock c, int k); }

Figure 1 — Examples of Different Server Combinations for a Client
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are not statically tied to sets of methods, which are called “faces”.
Instead, the declaration of a reference variable indicates a classi-
fier, a face, and whether the reference value may be null. If the
reference is not null, the methods in the face are assured to be ac-
cessible by the dispatcher. The set of assured methods can grow
over time, and any one declaration need mention only a subset of
the assured methods. The methods’ implementations need not lie
in the object referenced by the reference. They may be in any of
the required parameters, or even statically available. The client
need not know the service provider’s class structure at all, which
characteristic we call structural abstraction. We treat declaration
of an interface as a syntactic shorthand for a face in which all of
the methods have an additional parameter with the appropriate
defaulted classifier. The net effect of this type model is that the
client in Figure 1 is type-compatible with any of the servers.

Broadcasting method calls increases the malleability of soft-
ware artifacts. It can do this because it replaces the concept of an
interface that indicates methods available from an object with the
concept of the face that indicates methods available somewhere in
the environment. In the usual model, methods in an interface are
available only if the associated reference is not null. As with con-
ventional point-point interfaces, for broadcast the methods in a
face are also only assured to be available if the associated refer-
ence is not null.

Interfaces are quite useful as vehicles for labeling the known
contents of objects as they come from their implementer. But from
the point-of-view of a function’s consumer, what is of interest are
the behaviors themselves, not which behavior is implemented by
which object. So the “face” concept that replaces it identifies a set
of methods on a variety of objects that must be available in the
computing environment — in the “cloud”, so to speak. A method
call is not directed to an object, but is broadcast through the cloud
to an implementation. The implementation has been proven,
through the type system’s interaction with the dispatcher, to be
available somewhere. The difference is illustrated in the transition
from Figure la to Figure 1b. When connected to the HomeServer
(a), “display” has an implementation in the Window, as the client
seems to expect. But the client can equally use the WorkServer (b).
The client’s use of a “target” in the call, as in the example’s call to
“w.display(c)” does not imply that the message is delivered to the
target. In the example, since both window and clock are required
(i.e. may not be null), it may lie in either. The actual target of the
call is not defined by the language but by an extended dispatcher,
the service-request broker, which finds the target’s service as well
as the class implementing the method, as described in the next
section.

2.4 Using Broadcast Method Call for Obliviousness

Broadcasting method calls combines structural abstraction’s
obliviousness to object structure with aspect-oriented software’s
obliviousness to service structure. Doing so increases the malle-
ability of software artifacts further above either structural abstrac-
tion or service-oriented approaches. The service request broker
tracks the availability of services and routes called methods to the
appropriate object in the appropriate service, freeing clients from
the knowledge of the object or service that implements them. The
grey-shaded material in Figure 1 focuses our attention on oblivi-
ousness to service structure. The services can be local to the cli-
ent’s classpath, or distributed elsewhere. The figure illustrates a
composition of two services (c) that supplies the same needs as did
(a) or (b) as single services. It shows a situation in which the dis-
played clock has settable state information to control its color,
made available as a “setColor” method.

To completely separate client from the implementation’s struc-
ture, we do not allow a client to name classes (implementations) at
all. This carries the use of interfaces for characterizing object types

to an extreme. Unless employing a factory pattern, the most com-
mon practice today is for a developer to instantiate a class whose
characteristics are known to meet the functional needs, rather than
to leave that selection to be made at run-time. This, again, implies
knowledge of the class structure of the anticipated provider of
services. To completely decouple the client from the service struc-
ture, we instead simply specify the classification (how the class
must relate to its subclasses) and the face (which methods that are
needed). In some cases, the provided set of methods may need to
result from the composition of several available services, carried
out behind-the-scenes from the client that creates the object.

In better separating client from object structure, the broadcast
model’s face also better separates clients from service structure.
The fact that service boundaries are transparent allows the service
model to be used at fine granularity. While we want to allow ser-
vices to be distributed and mobile, for services to be composed
locally, within a single process, and it is important that a two-level
dispatch be avoided. The client does not target the method to a
specific service provider, but allows the service-request broker to
find and direct the call appropriately. If we include the grey-
shaded material in examining Figure 1, we note that when sup-
ported by the composite server (HalfServerl and HalfServer2), the
client’s apparent call to a the “display” method in Windows is
actually implemented in HalfServerl’s Clock, while the call to
setColor, made with no specified target is implemented in Half-
Server2’s Clock.

3. Broadcast Service Model Challenges

We can foresee several challenges in trying to move from the cur-
rent target-directed models for objects or services to the kind of
broadcast service model that would provide the advantages de-
scribed, including: compatibility, state maintenance, service visi-
bility management, general service management, and commitment
satisfaction tracking.

3.1 Compatibility

Any shift in programming paradigm will fail if it can not ac-
commodate previously-written software. Even the successful shift
from procedural to object-oriented was enabled by fact that C++
by definition included all of C, and the ongoing transition to ser-
vice-oriented architectures is facilitated by treating services as
objects within the object-oriented paradigm. It is therefore no ac-
cident that the broadcast service model for method call can include
the conventional object-oriented model as a syntactic and semantic
subset, though it is challenging to do so when eliminating the con-
cept of target. As sketched in Section2.3, it preserves the concepts
of a type hierarchy of classes (classifiers), of the association be-
tween classifiers and sets of methods, and of the fact that non-null
references are required to assure the safety of method calls. But it
permits parameters to be reordered and does not require the
method implementation to reside in the target of the method call
made by the client. Existing class implementations all function
properly when interpreted as broadcast method calls rather than
point-to-point calls.

3.2 State Maintenance

Many object-oriented systems maintain consistency using the
simple premise that an object holds all its state and sees all of the
method calls that make changes to the state. While simple, the
premise is also frequently invalid in its over-simplistic view of the
nature of state. For example, objects may indirectly access and
return state maintained in other objects, in which case they will not
see when the value changes by a call on the other object. In fact, as
discussed in [4], the idea that an object has an objectively-
definable state is itself limiting. Using an object’s identity, other
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objects may maintain additional data, whether in hash-tables or in
aspects to which an application is oblivious.

Most object models rely on the idea that specifications about
method dependence need not be included in a class specification
because the object is guaranteed to have “seen” all methods called
on it since its creation, in the order they are called. However, con-
current call and dynamic attachment of oblivious aspects violate
this principle. On one hand, a dynamically attached aspect does
not “see” methods called prior to its attachment. But on another
hand, an object’s state is not an opaque totality, but is the product
of state contributions made by the independent aspects.

Because an object’s state can be distributed among several ser-
vices, a service that becomes newly available may not have an
accurate picture of the object’s state with respect to a client’s prior
calls within a transaction. To prevent inappropriate action, descrip-
tions of the faces provided by services must include declarations
that identify dependencies between method calls. Such dependen-
cies are generically called choreography, and are recognized as
important for service composition[16]. In Continuum[14], these
constraints are expressed by indicating that a particular method is
available only if all prior calls to specified other methods have
been seen by the same service.

3.3 Service Management

Protocol constraints make it possible to determine that some
services should not be visible to certain clients, but there can be
other reasons, like cost, service-levels, or business arrangements
that play as well. Current service-oriented systems generally man-
age visibility in a rather static fashion in which clients initiate a
service-finding operation and then access the found service
through a proxy. But this approach only works because the clients
are dependent on the structure of the services, and would inhibit
the kind of flexibility implied by the grey-shaded material in Fig-
ure 1. To free clients from this concern, the matching of clients to
services is performed by the service broker, which can perform
necessary bookkeeping with respect to the transaction, identified
on each call.

But this does not serve the needs of dynamic, mobile environ-
ments well. If a service being used moves out of range, an alterna-
tive one visible for the client needs to be used instead. The service
request broker is responsible for receiving communication from
services joining the bus, and for managing their exit. In addition,
the service broker must recognize that some services have a mutual
awareness — they may be substitutable, as would be the local entry
ports for commercial enterprises, or they may be incompatible or
have other contractual relationships

In addition, the service request broker may perform ad-hoc
composition of services needed to satisfy a client. If a client ex-
pects a face providing services for managing both air and hotel
bookings and the available services provide one or the other, the
broker can compose the services into a larger structure automati-
cally, rather than requiring that the aggregated service be imple-
mented particularly to perform both functions or coordinate both
services.

While today’s service-brokers could be imagined to provide an
appropriate place for managing these functions, the fact that clients
must specifically recognize distinct services as objects as discussed
in Section 2.2 makes extending their capabilities cause changes to
the clients. However, use of a broadcast service architecture allows
the capabilities to be provided to clients transparently, without
disrupting their operation.

3.4 Static Tracking of Commitment Satisfaction

There is a traditional gulf between object-oriented program-
ming languages and work-flow architectures. In object-oriented
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languages, the client determines the target of a call, and waits for
its completion. This is a powerful inhibitor to greater use of paral-
lelism. In work-flow architectures on the other hand, the sender
does not wait for its completion but target of the message is speci-
fied by the flow-designer. This provides many opportunities for
parallelism, but the use of two architecturally disparate elements
seems too cumbersome for use in algorithm description. This may
be the reason the combination has not been adopted as a conven-
tional programming language. The broadcast service model’s use
of a service request broker provides a novel way to integrate the
concerns of programming language and work-flow architecture.

To exploit this capability, two additions are made to conven-
tional programming language constructs: 1) the method call and
message send constructs are unified, and 2) the concept of a stati-
cally declared “commitment to call” is introduced. A method may
be declared to guarantee the future call of another method, as illus-
trated with the “sends” keyword in the face definition:

face X {void f1(A a, B b) sends f3(A a));}

This declaration defines a face, X, that declares support for a
method f1 of two parameters. Method fl1 commits to the eventual
calling or sending of another method, f3, using the value provided
by f1’s first parameter.

Unlike conventional call’s semantics, the static commitment to
eventually call f3 need not be satisfied before the method carrying
the declaration returns, but must be satisfied by the end of the out-
ermost transaction in which the commitment is required. Thus, the
commitment can be satisfied by the method itself during its execu-
tion or by the execution of methods it calls, or by a method to
which a message is sent, perhaps much later than the client’s com-
pletion.

A method’s declaration may include a list of such static com-
mitments. The method declaration can only be satisfied by an im-
plementation that itself declares the satisfaction of the commit-
ment. To enforce the behavior, the commitment must be satisfied
on all paths from the entry of the method, either directly, or by call
or by send.

Presuming this, another method, {2, which is also committed to
send f3 can be implemented as:

void f2 (A u) sends (f3(A u)) {
// other computation
send fl1( u, new B() ); }

This implementation is valid because f2 sends fl which is
committed to send {3, thus satisfying f2°s commitment. But if calls
to 2 are made in a loop, only the “other computation” is serialized
in the loop. The execution of the resulting f1’s can all occur in
parallel with the loop’s execution.

As described in [6], dynamic failure to satisfy a commitment,
whether by thrown exception or by reduction in resources can be
handled locally, or it causes the transaction to abort.

Where appropriate, the use of static commitments also enables
a call that would occur inside a loop to be transformed into a send.
The service request broker can enable these activities to occur in
parallel. Because the committed action is not guaranteed to take
place immediately, the original caller can employ this mechanism
only if further computation in that caller does not need to use the
results. However, it is possible to define commitments in a way
that enables subsequent gathering and processing of the results.

This alternative view of computation is made possible because
unlike a conventional target-directed call, the use of a broadcast
model allows the request broker to act in a store-and-forward ca-
pacity for parallel messaging in addition to the immediate-
invocation-and-return capacity for conventional dispatchers.



4. Broadcast Service Model Advantages

The broadcast model enhances malleability by changing the pro-
gramming language model to employ broadcast rather than point-
to-point semantics for its call and to make clients oblivious to the
structure of services. In doing so, it eliminates the need for a syn-
tactically special target object on call. This is perhaps fortuitous,
because instead of passing an implicit target, the language can
instead reflect the concurrent structure of the software by passing a
transactional context for bounding the action to be taken on fail-
ure.. The failure recovery points must be indicated directly within
the code that engenders possible failures to permit us to write
software with more latent concurrency than present.

4.1 Enhanced Malleability

The increased software malleability made possible by changing
the programming model from the point-to-point model used by
both classical object-oriented programming and popular service-
oriented architectures to the broadcast model provides several
malleability advantages:

Greater tolerance for different implementation structures.
The un-shaded material in Figure 1 illustrates how a client needs
no change to tolerate a different service provider that moves the
display method either to different classes (since the implementing
class need not be mentioned in the call) or to different services
(since the service also need not be mentioned in the call).

Accommodation of dynamic service composition. The grey-
shaded material in Figure 1 further illustrates how the client needs
no change to tolerate a change to a different service provider struc-
ture altogether, since the service is not mentioned in the call. Since
neither target objects and services are not mentioned in the call
statements, combinations of services used to satisfy a client’s
needs can be fluidly composed by the service request broker.

Scalable component composition. Component structures like
those employed in service-oriented software architectures suffer
from severe performance problems when used at finer granularity
in an attempt to obtain improved the software structure it offers
[11].The use of transparent services, with a broadcast model of
method call like that illustrated in Figure 1 enables the implemen-
tation to move the task of message and data format transformation
out of the client and into the service request broker. This enables
the associated overheads to be avoided when component structures
are tightly bound within a process.

Avoidance of proxy management. In the usual division of
concern between programming language and middleware, the pro-
gramming language specifies the complete semantics of method
call, including the rules for determining how to find the implemen-
tation corresponding to any particular method call. In architectures
for distributed, autonomic, grid, and service-oriented systems, the
linguistic specification is ultimately quite incorrect. The interven-
tion of middleware takes the “call” out of the realm of language
specification and makes non-linguistically specified choices. In
fact, modern Object Request Brokers allow the client and service
to be realized in different programming languages, making the
specification of the dispatch process as a linguistic characteristic
impossible. But the task of interfacing this flexibility with the lan-
guage specification is forced upon the client in the form of “prox-
ies” — local objects that intercept the linguistic specification and
inject alternative mechanisms. Much greater flexibility can be
derived if the client and the service provider left such intervention
to the underlying implementation of the dispatch process — the
request broker provided by middleware. Then the overheads asso-
ciated with preparing for potential mismatches [11] could be omit-
ted if the targets are near and have similar or identical signatures.

Reflecting middleware’s flexibility in language’s typing. To-
day’s programming language specifications over-specify the inter-

pretation of method-call, to the detriment of the software commu-
nity in general. In systems that rely heavily on redirection via
proxies, it would be more accurate for the programming language
to specify only the semantics of the behavior occurring between
entry and call, leaving the definition of a call’s resolution to mid-
dleware. Language specification today is caught in a bind — to
keep dispatch specification simple, the type systems generally
require too much knowledge of the implementation structure to
which a call is directed. Flexibility can be gained if they instead
focused on accepting an indication from middleware about the
safety of calling a method and propagating that information
throughout the client. If the language specification simply carries
forward a decision about the existence of implementation rather
than trying to specify the matching rules, more flexible typing
systems can be accommodated than those that require knowledge
of the details of class implementations prior to run-time. The dis-
patch middleware then has flexibility in inserting conversions and
rearrangements of the parameters, and even of employing different
name-matching rules. What is required is a formal statement of the
middleware’s constraints, perhaps similar to the rule we propose:
“the set of methods available to a client in a transaction is static or
grows monotonically or the transaction fails.”

Run-time selection of object classes. This same locus of intel-
ligence applies when objects must be created. In traditional soft-
ware, the implementing class of a new object is selected at the time
a client is developed, generally after the developer inspects speci-
fications for alternative implementations. With a service request
broker, the client indicates what kind of object is needed and what
methods must be made available for this kind of object. The “kind”
is indicated by its classifier, with locally-defined meaning that
allows individual services to describe subtyping relationships
among different kinds of objects. Kinds of objects that support the
same methods may still fall into different classifications because
they attach different meanings to them. The focus is on character-
izing the kind of object and the methods needed instead of on the
implementing class. This allows the actual implementation class to
be selected contextually, at run-time, by the service broker using
new or local alternatives that may not have been known or avail-
able to the client’s developer. It is also possible to augment the set
of methods needed after objects have been created. This augmenta-
tion is known as service-finding and extends the idea of “down
casting” in more familiar languages. When successful, the type
system treats the knowledge that the methods are safe to call as if
they were known to be available from creation.

Accommodation of service-substitution protocols. In mobile
computing, and even in dynamically evolving system structures, it
can be necessary to determine when one provider of services can
be dynamically substituted for another. A contact for banking or
travel information services may, for example, change in crossing
regional boundaries. Or, some service providers may be more re-
liably reachable within one local region than another. The intro-
duction of an intelligent service bus allows these issues to be ad-
dressed in a more organized and more easily maintained fashion
than do proxies. Service providers interact with the service request
broker when they are attached, and may provide information that
helps determine their dynamic interchangeability.

4.2 Parallelism and Multi-core Support
4.2.1 Expressing Transactional Needs

If programming language design is to confront the issue of in-
creased exploitation of parallel architectures, whether in distrib-
uted services or in multi-core machines, the ability to clearly de-
lineate the transactional boundaries of failure of a concurrent ele-
ment within must be provided. This is in addition to making provi-
sion for tracking the interferences of concurrent access to shared
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data. While threads and transactions model the concurrency itself
they have a natural intersection for the handling of errors. But
programming languages generally have neither constructs to estab-
lish the boundaries of transactions within the execution nor a defi-
nition of their relationship. As with dispatch, the line between
transaction model and transaction denotation needs to allow the
detailed meaning and the implementation of transactions to be left
to the middleware, but still permit the assignment of work to trans-
actions to be expressed syntactically by the developer in a clear
and direct manner. All execution takes place within a transaction.
For convenience sake, the transaction in which an interpretation is
taking place is best passed implicitly from caller to called method,
as the thread is in familiar languages. But the language needs to
allow for it to be explicitly specified on occasion. Explicit provi-
sion may be in the form of the creation of a new transaction or of
the resumption of an existing one. While not proposing that the
broadcast service model specify or restrict the transaction model
unduly, it would be in line with many common specifications of
transaction semantics for the transaction to be passed as an implicit
parameter from client to service as method calls are made. Some
provision must be made for changing the transactional context at
the point of call. One possibility is to allow explicit change in the
transaction context by using no-longer necessary syntactic position
of the target object at the point of method call.

4.2.2 Static Enforcement of Task Commitments

One of the obstacles to greater exploitation of parallel struc-
tures is the fact that programming languages maintain commitment
and failure response in a dynamic manner, using run-time interpre-
tation to respond by waiting for the service to return. In addition to
inhibiting parallelism, dynamic tracking is resource-intensive.
Avoiding the need to hold resources has led to the exploitation of
so-called “stateless services” in service-oriented architectures. But
stateless services have no expression of flow dependencies be-
tween them. Since each service is finished before the next service
acts, there is no way to express dependency on success or failure
of later services, or to indicate back-out and recovery mechanisms.
One common alternative is to combine them with separate process-
flow specifications. While process-flow specification may be suit-
able for the niche in which service-oriented architectures operate,
trying to use it to address the need for the widespread exploitation
of parallelism called for by multi-core proponents is unlikely to
succeed because it splits the specification into two language para-
digms. At a coarse grain this may be acceptable, but at fine granu-
larity it imposes too much intellectual and bookkeeping burden on
the programmer. The service broker allows us to integrate process-
flow more tightly into the usual programming language structures,
in a way that allows a single program developer to exploit it easily.

5. Related Work
5.1 Broadcast Models

We are advocating the use of a broadcast model for method call
to substantially improve the malleability of software. Broadcast
models for processing have a long history of their own. One family
of broadcast models center on a shared data-store. In that context,
emphasis has been put on the use of coordination languages, like
Linda [2]. Linda and subsequent tuple-space coordination systems
provide primitives for controlling access by concurrent processes
to a shaped data space of tuples. The point of intersection with
message processing is that the database reading operations can
wait for the appearance of a tuple matching an abstract tem-
plate[13]. The effect of being able to wait for the appearance of a
tuple matching an abstract template is much the same as the effect
of a concurrent multiple dispatch, but the emphasis in Linda-based
systems is in applications like data-mining, supported by a persis-
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tent tuple-store. We seek a replacement for the method call mecha-
nism to remove layers of bookkeeping from clients and encourage
malleability of software. The use of a separate coordination lan-
guage or framework on top of the native language in a client
scarcely makes it clearer or more malleable. In view of the per-
formance overhead associated with Linda’s point-of-view[13],
other broadcast systems focus more on the delivery of ephemeral
messages rather than a replacement for method call.

Non-storage-based systems, often called message brokers, play
an important role in commercial systems, supported by products
like IBM WebSphere MQ[17]. The primary advantage of such
publish/subscribe systems is that the clients and servers need not
be modified when message routing specifications change. Message
frameworks like Java’s JMS[15] have also been specified, but
generally require the client to make static advance decisions about
routing by specifying a class of object, like Topic, that manages
where messages are sent. With these systems, the client typically
uses a cumbersome framework that often involves data format
conversions. This interferes with the transparency and malleability
which is our goal. Academic interest in message brokers is thin,
except when viewed as multi-methods.

5.2 Multi-methods

Methods that may be dispatched on the basis of the types of
more than one argument are generally called multi-methods and
are an area of significant and long interest. Although it is an ob-
ject-oriented language, the invocation construct provided by CLOS
[7] provides for structural abstraction to shield the client from the
structure of choice-making in the implementation. But CLOS does
not provide static typing, and its use was limited to the LISP com-
munity for many years. An excellent recap of work on multi-
methods is given in [10]. It is important to note that most of this
work is directed at achieving multiple-dispatch in languages that
permit declarative typing, and not at hiding the dispatch criteria
and implementation structure from clients, and they generally sac-
rifice either conditional safety or structural abstraction to do so.

Programming language research generally exploits multi-
methods to specialize the behavior of methods for various argu-
ment types. This has led to thorough investigation of issues of
ambiguity. In the absence of a modularizing structure larger than
classes (like OSGI’s “bundles”), restrictions that reduce the malle-
ability of software have been used to introduce modular type-
checking[10]. Pursuing malleability, we have exploited the con-
cept of a language-defined service to bound the scope of possible
ambiguity in addition to providing a separate container for service
state.

5.3 Aspects

In addition to providing a malleable component construct, ser-
vices can serve as aspects as well. Symmetric approaches to as-
pect-oriented software separate the materialization of the aspects,
which contain state and method definitions that extend the seman-
tics of objects from the expression of the pointcut specifications
that indicate when they should be employed. FuseJ[12] provides a
unified aspect/component model with these capabilities. With
symmetric aspects, the pointcut or aspect interaction language is
separated from the programming language and, in our case, ex-
pressed when services are introduced to the service request broker.

6. Summary

To improve the malleability of software, we have employed a
model of method call in which a method’s caller can safely declare
and call methods without knowledge of which object(s) or ser-
vice(s) implement the method. We exploit component model in
which services form coherent collections of classes and manage



their supporting state. Method call is treated as a broadcast in
which a call can be dispatched to multiple services through the
operation of a service-request broker. Services can be composed
locally or they can be mobile or distributed. The structure of the
services used by a client is fluid and transparent, and the overhead
of conversion or marshalling takes place in the broker and is
avoided when components are locally supplied. The state associ-
ated with an object can be distributed across several services,
much as it can be distributed across several aspects, enabling the
services to be used as symmetric aspects. In addition to increasing
the malleability of software, the service-broker construct permits
the integration of the concept of transaction into method call se-
mantics. Expressing transaction boundaries in the programming
language permits an extension of the concept of responsibilities for
future action. It is possible to use the static type system of a pro-
gramming language to enforce the future execution of a method
after the return from a method which commits to that future execu-
tion. This facility can be used to provide greater parallelism when
such methods are called in loops.
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