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BAYES IAN  DEEP  L EAR N I N G AL GOR ITHMS  

DESCRIPTION  

Over the past 10 years, deep learning algorithms have become the de-facto standard learning 

algorithms when large amounts of data (≈ 109 data) are available to train from. Neural networks are 

not only able to learn a mapping of a data item 𝑥  to the target variable 𝑦 , but also (latent) 

representations 𝑟(𝑥) of the data by sequentially mapping the data 𝑥 to vectorial representations 𝑧1 =

ℎ(𝑊1𝑥) and 𝑧𝑙+1 = ℎ(𝑊𝑙+1𝑧𝑙), where ℎ are the component-wise activation functions. The weights 

𝑊1 , 𝑊2 , … ,𝑊𝐿  are most commonly learned via (stochastic) gradient-based optimization, resulting in a 

single set of weights.  

One disadvantage of such learning algorithms is that the weights are estimated without any 

uncertainty, even though a finite dataset provides only finite information about the most probable 

weight values. As a consequence, predictions of the target value 𝑦  are overly confident, which is also 

referred to as overfitting. In this project, we will explore Bayesian approximate inference methods that 

attempt to remedy this problem, with a focus on algorithms that take into account the model structure.  

The most promising approach to overcome this problem is to introduce two parameters (of a Gaussian 

belief distribution) for each weight 𝑤𝑙 ,𝑖,𝑗, namely 𝜇𝑙,𝑖,𝑗 and 𝜎𝑙,𝑖,𝑗
2  assuming that 𝑤𝑙 ,𝑖,𝑗 ∼ 𝑁(𝜇𝑙,𝑖,𝑗, 𝜎𝑙,𝑖,𝑗

2 ). 

Then, based on large amounts of training data, instead of learning a single value  𝑤𝑙 ,𝑖,𝑗 for each weight 

of the deep neural network, we attempt to find the “best fitting” values  𝜇𝑙,𝑖,𝑗 and 𝜎𝑙,𝑖,𝑗
2  for each weight.  

In this project, we will explore two algorithmic ideas with a special focus on large-scale: (1) Gibbs 

sampling where we pick a subset (“block”) 𝑆 of the weights  𝑤𝑙 ,𝑖,𝑗 and iteratively compute new samples 

of 𝑤𝑙 ,𝑖,𝑗  with (𝑙, 𝑖, 𝑗) ∈ 𝑆  assuming all other weights are kept constant. As one can show, if such a 

“block” consists of all the weights pointing into one “inner node” 𝑧𝑙,𝑖, then this results in a closed form 

linear-time sampling algorithm; (2) Variational inference and (iterative) Laplace approximation with 

block coordinate descent for a block 𝑆 of the weights 𝑤𝑙 ,𝑖,𝑗, again assuming samples from all other 

weights are kept constant. Furthermore, we optimize local objectives for target representations, which 

are projections from the target observations. To the best of our knowledge, neither of these two ideas 

have been explored in depth, in particularly not with a focus on scalability. 

In this project, we will: 

 Develop an evaluation framework for Bayesian deep learning algorithms in Python/Julia 

 Derive and develop the update algorithm for both block-Gibbs sampling and block-variational 

inference 



 Evaluate the data-efficiency, predictive accuracy and calibration of  existing (e.g. Laplace 

approximation and variational inference) and novel Bayesian deep learning algorithms on large-

scale datasets 

LEARNING GOALS 

Through successful completion of this project, you will: 

 Pass the entire cycle of a research project, from formulating initial research questions, to 

prototyping solutions and conducting experimental results, to deriving novel insights and 

formulating them in a scientific text 

 Improve your programming and teamwork skills 

 Learn to familiarize yourself with and work on an existing large software project with a focus 

on deep learning systems and Bayesian inference 

 Deepen your probabilistic inference and deep learning knowledge 

 Improve your research methodology and academic writing  

At the end of the project, we will condense our insights and results into a research submission to be 

submitted to a top AI/ML conference.  

PREREQUISITES 

 Prior understanding of the fundamentals of deep learning (e.g., linear algebra, systems) 

 Prior understanding of the fundamentals of probabilistic learning (e.g., probability theory) 

 Familiarity with Python, C++ and/or Julia 
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CONTACT  

You are welcome to contact Prof. Dr. Ralf Herbrich (ralf.herbrich@hpi.de) or Richard Kurle 

(Richard.kurle@hpi.de) or to visit us in the F building, ground floor (on Campus II). 
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