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Project Description
Motivation. Processing videos is computationally expensive due to the large amount of frames, especially
for longer video clips. With the rise of advanced video processing techniques, there is a growing need to
develop models that can effectively handle and analyze video data. While Transformer- and CNN-based
models for single images have achieved strong performance on a variety of academic benchmarks as well as in
industrial deployment, understanding the content of videos still poses a challenge. Previous approaches have
mostly utilized 3D-convolutions or augmented commonly used image models to process the additional time
dimension. To mitigate the usual large model sizes for video representation encoding, we want to develop
a new video foundation model that is parameter-efficient and can achieve state-of-the-art results on video
understanding tasks such as action recognition and video question answering.
Goals. This project aims to push the boundaries of video representation learning by training a new video
foundation model. Specifically, we will focus on predictions in the embedding space and explore if this can
encourage the model to work more on a conceptual level instead of focusing on low-level features.
Approach. A visualization of the proposed method is shown in Figure 1. The model will leverage par-
allelization first to encode short pieces of a video individually and then contextualize the resulting vector
embeddings over the entire range of the video length. The pretraining objective is masked embedding pre-
diction on the encoded sequences, i.e., the top model’s objective is to reconstruct masked embeddings of
incoming clips based on the other embeddings in the context. Formulating the objective on the embedding
space allows the model to abstract away from pixel-level details and outsource the lower-level processing to
the pretrained encoder. The resulting embeddings (ci in the figure) also yield contextualized vectors.

We will evaluate the model on several video understanding tasks and compare it to prior video models.

Research Questions
• How do pretrained image models perform in encoding sequences of video frames?

• How can we process videos efficiently, e.g., without processing every frame, under low computation
requirements?

• What are the best practices for pretraining and fine-tuning video representation models on down-
stream datasets with temporal dependencies?

• How effective is the NextLevelModel in masked frame embedding prediction for video data?

Outline and Setup
The following working packages and project phases are envisioned for the course of this project
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Figure 1: NextLevelVideo: a smaller encoder model embeds shorter video clips in parallel while the top model
connects these on a larger semantic level.

Phase 1: Literature Review and Dataset Analysis
• We will dedicate the first few weeks to the literature review on the recent advancements in video un-

derstanding and foundation models.

• Candidate datasets and tasks for training and testing the NextLevel model will be finalized.

• Exploratory data analysis will be performed on the datasets.

Phase 2: Preprocessing
• Down-sampling developments: To have a more efficient processing pipeline, we aim at reducing the

number of frames in videos, e.g., consecutive frames with very few differences. Different down-sampling
strategies will be visited and experimented with at this stage of the project. The goal is to find a down-
sampling technique that preserves the performance in relevant tasks such as action recognition.

• Finalizing Chunking Strategies: As illustrated in Figure 1, videos are firstly divided into chunks of
sequential frames. At this stage, we explore different chunking strategies, e.g., based on some frames
or changes in the distribution of pixel values, etc.

Phase 3: NextLevel Training and Testing
• Training the NextLevel model described in Figure 1 using a masked embedding prediction regression

loss function.

• Measuring the performance on a range of video tasks: From action recognition to video clustering to
the possible connection with LLMs to enable video question answering.

• Measuring computational requirements in terms of a number of trainable parameters, FLOPs, etc.,
in the training and testing time.
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Phase 4: Iterative Refinement
• Based on the performance of the first iteration on the downstream tasks, we apply refinements for

adjusting the loss function.

What will you gain?
By participating in this project, you will gain valuable hands-on experience in deep learning for video rep-
resentation learning. Furthermore, you will experience a complete research pipeline scenario, starting from
ideation, exploration, implementation, result analysis, and iterating over the pipeline. Lastly, you will be
part of a fun working environment in our group with social activities and —since recently— an excellent
coffee machine!

Contact
The Artificial Intelligence and Intelligent Systems group will supervise this project. For more information,
contact:

• Prof. Gerard de Melo: gerard.demelo@hpi.de

• Sarah: sedigheh.eslami@hpi.de

• Tamara: tamara.czinczoll@hpi.de

• Babajide: babajide.owoyele@hpi.de

Related Work
Video foundation models have been used in various tasks such as video question answering [3], retrieval [5]
and captioning [13]. Previous work has aimed at developing foundation models for video understanding
tasks by refining or adapting the pre-trained CLIP [9] vision-language model. There are numerous com-
monly known examples of this line [10, 6, 12, 5, 7], but also others like VideoMamba, TubeViT and Video-
MAE [11, 8, 4] adopting new strategies. Furthermore, the masked embedding prediction of the NextLevelModel
has been tested in the natural language domain [2] and showed strong performance while being very parameter-
efficient. Similar approaches also exist in the vision domain for image encoding, [1, among others], but not
yet for video.

Requirements
This project is suitable for students with previous experience in deep learning, ideally computer vision. The
knowledge of python and at least one deep learning framework, e.g., PyTorch, HuggingFace, TensorFlow,
Jax, etc, is strongly desired. Ideally, we are looking for a group of 3–5 students.
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