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1 Introduction

The sizes of a logic circuit’s transistors influence its operation
speed and energy consumption. Since logic signals propa-
gate by gate pins of transistors being charged and discharged,
the capacitances of those pins and the resistances of the con-
ducting channels matter. By altering the transistor area, both
of these values are changed. Increasing the size of a transistor
leads to smaller resistances, allowing it to charge its load faster
(See [1] for details). Yet it also leads to larger capacitances,
making it pose a larger load for its predecessor. Thus, the si-
zing task is to balance the relationships between the transistor
sizes, optimizing for operation speed or energy consumption.
There are already well-established methods of selecting tran-
sistor sizes in acyclic paths. This is sufficient for synchronous
circuits because there all cycles are gated by clocked latches.
Making the slowest acyclic path between two latches faster
allows for a higher clock frequency. However, asynchronous
circuits have direct feed-back loops in their control paths. This
renders the conventional methods unusable. Instead, heuristic
methods have to be applied. In [2], Ebergen et. al. proposed
a method for transistor sizing in asynchronous circuits. Ho-
wever, it is limited by particular assumptions, which the new
method presented in this paper does not make:

• it does not deal with constraints on the circuit’s input
pins,

• can not handle cells with multiple CMOS stages (such as
AND, which consists a NAND and an INV stage),

• is not designed for use with discrete cell sizes of standard
cell libraries,

• allows only solutions where all gates have an equal delay.
This paper presents a method for transistor sizing for asyn-
chronous circuits based on a standard optimization algorithm,
Simulated Annealing [3].

2 Method Walkthrough

Standard cell libraries come with precise timing information
for their individual cells, created from experiments or SPICE
simulations [4]. Using information from such data sheets (of-
ten provided in the Liberty file format [5]), heuristic models of
the overall operation speed of a circuit can be constructed. The
actual run time of a circuit generally varies with its input data,
with some cells switching more often than others. However,
a simplified metric D = ∑ di that simply sums the switching
delays of all cells can be useful. Optimizing this metric poses
a useful heuristic for optimizing the real operation speed. This
is what our proposed method does.

Algorithm Figure 1 shows the rough process of the algorithm.
It starts out with an initial configuration where all cells in
the circuit have the default size from the standard cell library.
It then calculates a cost function c for this configuration, for
example, c = D . The individual cell delays are looked up in
the cell library data sheet. They depend on (1) the selected
size of the cell itself and (2) its load capacitance. The load
capacitance is the sum of its successor’s input capacitances, as
well as static loads such as circuit output pins.
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Fig. 1: The Simulated-Annealing-based algorithm accepts random mutations with a

probability depending on a cost function c

In the next step, a random mutation is applied to the configu-
ration. For example, a randomly chosen cell could randomly
be scaled either up or down to the next available size from
the cell library. The cost function is then calculated again, and
compared with the value before the change. If the cost gets
lower, the change gets accepted. The mutated configuration is
now the starting point for the next iteration.

However, if the cost gets higher in a mutation, there is still a
probability of the change being accepted, depending on the
amount of cost increase. This prevents the optimization to get
stuck in local minima. A variable T (temperature) is defined to
steadily decrease over the course of the algorithms iterations
(multiplied by α each time, with 0 < α < 1), influencing this
probability. It is designed so that in the beginning almost any
change is accepted, whereas towards the end the optimizer
gets more strict and turns into a greedy algorithm.
The final configuration of the circuit has a minimized D given
the standard cell library and some constraints: (1) output pins
of the circuits are assumed to have a static load capacitance,
representing the inputs of succeeding components, or wire
loads. (2) The cells that are connected to an input pin of the
circuit cannot be resized arbitrarily. This is to avoid passing
all driving responsibility to the circuit’s predecessors.

Optimizing Energy Consumption Another benefit of the
method is the adjustability of the cost function. For exam-
ple, if the cell library data sheet also supplies data on the
cells’ power consumption, a second metric E = ∑ e can be
introduced, summing the energy consumed by all cells if
they each switch once. These values also depend on the cell
sizes and their individual delays. The adjusted cost function
c = wE · E + (1−wE) ·D can be weighted with 0 ≤ wE ≤ 1 to
emphasize energy consumption or speed in the optimization.

Algorithm Parameters Appropriate values for the number of
iterations i, the initial temperature T0 and the decay factor
α need to be selected. More iterations generally yield better
results, but in our experiments, after increasing them above
1000 per circuit cell, no significant further improvement was
achieved. Given i, the other parameters are calculated from
the desired probabilities. In the beginning, almost all changes
should be accepted (p0 = 95 %). Then, towards the end the
probability for accepting negative changes should become
very small (e.g. pg = 5 % after 70 % of the iterations). To
calculate the parameters that achieve this, a calibration step
determines the average cost change Δce. The values are then

T0 = −Δce
ln p0

and α =
( −Δce

T0·ln pg

) 1
70 %·i .

3 Experiments

To test this approach, we implemented it in a tool called
ASGdrivestrenght1. We conducted a number of experiments
using simulators to estimate the runtime and energy con-
sumption of circuits before and after the optimization step.
The tests were conducted with a 130 nm standard cell library
with 80 cell types available in a range of sizes each. We tested
six different asynchronous circuits with cell counts ranging
from 57 to 362. We assumed different values for the static
output pin loads, here included are the results for 0.012 pF (4
times inverter input capacitance). The results shown are for a
circuit performing the task of multiplying two 8-bit numbers
(362 cells, 21 inputs, 21 outputs). Figure 2 shows the locally
estimated metrics D and E alongside actual simulator runs
with circuit testbench data. This way we can evaluate both
the algorithm and the selected heuristics.
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Fig. 2: Simulation results for multiplication circuit before and after optimization, with

different paramters

Representative for all conducted tests, Figure 2 shows that all
of the metrics can be improved in comparison to the initial
circuit (where all cells have the standard size, which the cell
library calls 1x). It shows that an improvement in D and E
correlates with improvements in actual run time and energy
consumption respectively. When changing the weight of the
energy optimization wE, a gradient becomes visible in the
results. The extreme values 0 and 1 create the biggest impro-
vements for their respective variable, yet there are also values
for which both operation run time and energy consumption
are lower than in the original at the same time.

4 Conclusion and Future Work

A new method has been presented for selecting transistor
sizes to optimize operation speed and energy consumption
of asynchronous circuits. It has been shown that it compri-
ses several benefits over previous methods, specifically the
handling of multi-stage CMOS cells and generally the usage
of discrete values from a standard cell library, making it re-
ady for CAD tools. Experiments have been carried out that
show that the method can reduce both run-time and energy
consumption, balancing between the two, but also improving
both at the same time.
However, there are multiple points of interest to explore furt-
her: One is to refine the algorithm’s cost function. Right now,
the optimized metrics use only the capacitances of the cells’
successors as loads, as well as output pins. In reality, also
wires between cells contribute to the capacitances and thus
the delays. Hence, it would be interesting to use information
from a layouting step. This would make the procedure ite-
rative since the transistor sizes influence the layouting step.
Currently, the cost function does not consider critical paths.
This factor could close the gap between estimated and real
delay and energy consumption resp.
Another area of future work is the automated suggestion for
a value of wE. A designer might not want to specify exactly
how important the different metrics are. Possibly algorithms
can determine how much benefit in one metric would be
gained by some sacrifices in the other.
Furthermore, more detailed tests should be conducted, es-
pecially comparing the performance of this method to the
optimization methods (for combinatorial logic) in the syn-
chronous world.
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