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Journal articles

[1] Doerr, B., Fischbeck, P., Frahnow, C., Friedrich, T., Kotzing, T., Schirneck, M., Island Models Meet
Rumor Spreading. In: Algorithmica 81, pp. 886-915, 2019.

Island models in evolutionary computation solve problems by a careful interplay of independently running evolutionary algorithms on
the island and an exchange of good solutions between the islands. In this work, we conduct rigorous run time analyses for such island
models trying to simultaneously obtain good run times and low communication effort. We improve the existing upper bounds for both
measures (i) by improving the run time bounds via a careful analysis, (ii) by balancing individual computation and communication
in a more appropriate manner, and (iii) by replacing the usual communicate-with-all approach with randomized rumor spreading. In
the latter, each island contacts a randomly chosen neighbor. This epidemic communication paradigm is known to lead to very fast and
robust information dissemination in many applications. Our results concern island models running simple (1+1) evolutionary algorithms
to optimize the classic test functions OneMax and LeadingOnes. We investigate binary trees, d-dimensional tori, and complete graphs
as communication topologies.

Conference papers

[2] Blésius, T., Bother, M., Fischbeck, P., Friedrich, T., Gries, A., Hiiffner, F., Kifig, O., Lenzner, P.,
Molitor, L., Schiller, L., Wells, A., Witheger, S., A Strategic Routing Framework and Algorithms for
Computing Alternative Paths. In: Algorithmic Approaches for Transportation Modelling, Optimization,
and Systems (ATMOS), pp. 10:1-10:14, 2020.

Traditional navigation services find the fastest route for a single driver. Though always using the fastest route seems desirable for every
individual, selfish behavior can have undesirable effects such as higher energy consumption and avoidable congestion, even leading to
higher overall and individual travel times. In contrast, strategic routing aims at optimizing the traffic for all agents regarding a global
optimization goal. We introduce a framework to formalize real-world strategic routing scenarios as algorithmic problems and study one
of them, which we call Single Alternative Path (SAP), in detail. There, we are given an original route between a single origin—destination
pair. The goal is to suggest an alternative route to all agents that optimizes the overall travel time under the assumption that the agents
distribute among both routes according to a psychological model, for which we introduce the concept of Pareto-conformity. We show
that the SAP problem is NP-complete, even for such models. Nonetheless, assuming Pareto-conformity, we give multiple algorithms for
different variants of SAP, using multi-criteria shortest path algorithms as subroutines.Moreover, we prove that several natural models
are in fact Pareto-conform. The implementation and evaluation of our algorithms serve as a proof of concept, showing that SAP can
be solved in reasonable time even though the algorithms have exponential running time in the worst case.

[3] Blésius, T., Fischbeck, P., Friedrich, T., Katzmann, M., Solving Vertex Cover in Polynomial Time
on Hyperbolic Random Graphs. In: Symposium on the Theoretical Aspects of Computer Science
(STACS), pp. 25:1-25:14, 2020.

The VertexCover problem is proven to be computationally hard in different ways: It is NP-complete to find an optimal solution and
even NP-hard to find an approximation with reasonable factors. In contrast, recent experiments suggest that on many real-world
networks the run time to solve VertexCover is way smaller than even the best known FPT-approaches can explain. Similarly, greedy
algorithms deliver very good approximations to the optimal solution in practice. We link these observations to two properties that are
observed in many real-world networks, namely a heterogeneous degree distribution and high clustering. To formalize these properties
and explain the observed behavior, we analyze how a branch-and-reduce algorithm performs on hyperbolic random graphs, which
have become increasingly popular for modeling real-world networks. In fact, we are able to show that the VertexCover problem on
hyperbolic random graphs can be solved in polynomial time, with high probability. The proof relies on interesting structural properties
of hyperbolic random graphs. Since these predictions of the model are interesting in their own right, we conducted experiments on real-
world networks showing that these properties are also observed in practice. When utilizing the same structural properties in an adaptive
greedy algorithm, further experiments suggest that, on real instances, this leads to better approximations than the standard greedy
approach within reasonable time. We link these observations to two properties that are observed in many real-world networks, namely a
heterogeneous degree distribution and high clustering. To formalize these properties and explain the observed behavior, we analyze how
a branch-and-reduce algorithm performs on hyperbolic random graphs, which have become increasingly popular for modeling real-world
networks. In fact, we are able to show that the VertexCover problem on hyperbolic random graphs can be solved in polynomial time,
with high probability. The proof relies on interesting structural properties of hyperbolic random graphs. Since these predictions of
the model are interesting in their own right, we conducted experiments on real-world networks showing that these properties are also
observed in practice. When utilizing the same structural properties in an adaptive greedy algorithm, further experiments suggest that
this leads to even better approximations than the standard greedy approach on real instances.

[4] Blésius, T., Fischbeck, P., Friedrich, T., Schirneck, M., Understanding the Effectiveness of Data
Reduction in Public Transportation Networks. In: Workshop on Algorithms and Models for the Web
Graph (WAW), pp. 87-101, 2019.
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[5]

Given a public transportation network of stations and connections, we want to find a minimum subset of stations such that each
connection runs through a selected station. Although this problem is NP-hard in general, real-world instances are regularly solved
almost completely by a set of simple reduction rules. To explain this behavior, we view transportation networks as hitting set instances
and identify two characteristic properties, locality and heterogeneity. We then devise a randomized model to generate hitting set
instances with adjustable properties. While the heterogeneity does influence the effectiveness of the reduction rules, the generated
instances show that locality is the significant factor. Beyond that, we prove that the effectiveness of the reduction rules is independent
of the underlying graph structure. Finally, we show that high locality is also prevalent in instances from other domains, facilitating a
fast computation of minimum hitting sets.

Doerr, B., Fischbeck, P., Frahnow, C., Friedrich, T., Kotzing, T., Schirneck, M., Island Models Meet
Rumor Spreading. In: Genetic and Evolutionary Computation Conference (GECCO), pp. 1359-1366,
2017.

Island models in evolutionary computation solve problems by a careful interplay of independently running evolutionary algorithms on
the island and an exchange of good solutions between the islands. In this work, we conduct rigorous run time analyses for such island
models trying to simultaneously obtain good run times and low communication effort. We improve the existing upper bounds for the
communication effort (i) by improving the run time bounds via a careful analysis, (ii) by setting the balance between individual com-
putation and communication in a more appropriate manner, and (iii) by replacing the usual communicate-with-all-neighbors approach
with randomized rumor spreading, where each island contacts a randomly chosen neighbor. This epidemic communication paradigm is
known to lead to very fast and robust information dissemination in many applications. Our results concern islands running simple (1+41)
evolutionary algorithms, we regard d-dimensional tori and complete graphs as communication topologies, and optimize the classic test
functions OneMax and LeadingOnes.
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