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ABSTRACT
Different works have shown how crossover can help with building block assembly. Typically, crossover might get lucky to select good building blocks from each parent, but these lucky choices are usually rare. In this work we consider a crossover operator which works on three parent individuals. In each component, the offspring inherits the value present in the majority of the parents; thus, we call this crossover operator majority vote.

We show that, if good components are sufficiently prevalent in the individuals, majority vote creates an optimal individual with high probability. Furthermore, we show that this process can be amplified: as long as components are good independently and with probability at least $1/2 + \delta$, we require only $O(\log \delta^{-1} + \log \log n)$ successive stages of majority vote to create an optimal individual with high probability!

We show how this applies in two scenarios. The first scenario is the Jump test function. With sufficient diversity, we get an optimization time of $O(n \log n)$ even for jump sizes as large as $O(n^{1/2-\epsilon})$. Our second scenario is a family of vertex cover instances. Majority vote optimizes this family efficiently, while local searches fail and only highly specialized two-parent crossovers are successful.

Categories and Subject Descriptors
F.2 [Theory of Computation]: Analysis of Algorithms and Problem Complexity
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1. INTRODUCTION
At the heart of many algorithms within the area of evolutionary computation is the crossover operator, granting the algorithm significant power beyond the hill-climbing abilities of most mutation operators. By now, there are several theoretical run time results that crossover can be beneficial for speeding up the optimization of certain test functions [8, 9, 11, 13, 14, 16, 18]. One key insight from these works is that crossover can be used to combine the specific strengths of different individuals. In all these examples crossover means two-parent crossover on bit string individuals. There are also rigorous proofs that crossover is beneficial for some problem-specific algorithms and representations, namely coloring problems inspired by the Ising model [17] and the all-pairs shortest path problem [2].

In this paper we will consider optimization of bit strings of fixed length $n$, but in contrast to most previous theoretical work, we turn our focus to crossover with three instead of two parents. Note that the combination of good components from the different parents in two-parent crossover is purely a matter of chance: since the crossover operator cannot know which of the parents excels in which part of the bit string, making the right choice is unlikely (in [8, 11] several run times contain a term $2^{2k}$, where $2k$ is the number of binary choices that have to be made correctly by crossover). We consider a three-parent crossover which will be much better suited to make the right choice. The operator selects, for each bit position, the bit value which the majority of the parents has in this position; thus, we call this operator the majority vote crossover. It was considered in [3] (under the name of occurrence-based scanning), but only as a part of an empirical comparison between several multi-parent techniques. The majority vote crossover is deterministic and its efficiency hinges on the assumption that good bit values are more prevalent in the population than bad ones. Note that any (odd) arity of at least 3 could be chosen, with similar results as presented in this paper.

We analyze the efficiency of this crossover operator on two domains: the Jump function (as considered in [8, 11]) as a motivating example; and on the vertex cover problem (as considered in [4, 13]). In both cases, the algorithm will use an initial phase of hill climbing to find local optima. Once all individuals are stuck in (hopefully sufficiently different) local optima, the crossover operator can start assembling better solutions by majority vote. In fact, in Theorem 3.3 we use that, if three independent individuals are correct in any given position with a probability of $1 - O(1/n^{1/2-\epsilon})$, a single application of the majority vote crossover will immediately
create the optimum! Note that the probability that out of three individuals two having a bad bit in the same position is strongly related to the Birthday Paradox. For the very same reason we see square roots in the bounds on the error probability.

In Section 3 we give our results on the Jump function. We consider three different ways of achieving diversity: low crossover probability as in [8, 11], explicitly maximizing the total Hamming distance, and single-receiver island models as in [13, 18]. For all three cases, we give upper bounds on the expected optimization time in dependence of the dimension size \( n \), the jump size \( k \), the number of individuals \( \mu \) and the crossover probability \( p_c \). In all cases, the best bounds are achieved for \( \mu = 3 \). In the case of low \( p_c \), our analysis follows [8, 11] and similarly gets an optimization time of \( O(n \log n + 2^{3/2} n) \) for some constant \( c \). For the other two cases, \( p_c = 1 \) is optimal. When explicitly maximizing the Hamming distance, we can benefit from a wide spread of the individuals and achieve an optimization time of \( O(n \log n + nk \log k) \), even for \( k \) linear in \( n \) (as long as \( k \leq n/8 \)). For the single receiver island model, we cannot hope that our individuals spread as well as with this explicit mechanism; this means that only \( k = O(n^{1/2 - \varepsilon}) \) is possible (for any fixed \( \varepsilon \)). However, the islands are then successful within \( O(n \log n) \) function evaluations.

In Section 4 we consider a family of instances for the vertex cover problem from [4, 13]. These instances are very hard to optimize when only relying on mutation, and they have been used to show the efficiency of crossover [13]. However, the crossover presented in [13] was tailored to the particular problem instances. In particular, it was not unbiased with respect to the encoding of the problem (see [12] for a discussion on unbiasedness), but rather expected the problem to be encoded in certain blocks. The crossover was then chosen such that it can combine these blocks. We show that majority vote crossover does not need any such assumptions on the encoding, but can optimize the instances efficiently, using a single receiver island model, where each island runs a simple hill climbing search heuristic (we consider Steepest Ascent and Random Local Search).

Finally, in Section 5 we consider probability amplification by trees of majority vote crossover. These trees are complete ternary trees of some height \( h \). All leaves run a simple search heuristic; all interior nodes apply majority vote on the three children (without performing any kind of selection). We show that, if at each leaf and for each bit position the probability to have found the correct bit setting is at least \( 1/2 + \delta \), we require only a height of \( h = O(\log \delta^{-1} + \log \log n) \) successive stages of majority vote to create an optimal individual with high probability. This corresponds to a tree with \( O(\delta^{-1} \log n) \) many nodes. This strategy can be used in both the setting of the Jump function as well as vertex cover to allow a significantly larger error in the local search heuristic.

2. SETTING AND PROBLEMS

In this paper we are concerned with optimizing pseudo-Boolean functions \( f : \{0,1\}^n \to R \) over bit strings of fixed length \( n \). We interpret the value \( f(x) \) as the fitness of an individual \( x \), that is, the quality of the candidate solution \( x \) with respect to a given problem. One such function, Jump, was introduced by Jansen and Wegener [8] and is defined, for any positive integer \( 1 \leq k \leq n \), as

\[
\text{Jump}_k(x) = \begin{cases} 
  k + |x|, & \text{if } |x| \leq n - k \text{ or } |x| = n; \\
  n - |x|, & \text{otherwise};
\end{cases}
\]

where \( |x| = \sum_{i=1}^n x_i \) is the number of 1-bits in \( x \). Observe that, for the Jump function, the fitness of an individual depends only on the number of 1s. Any individual \( x \) with \( |x| = n - k \) is locally optimal; we refer to this area of the search space as the plateau. However, the only global maximum is the all-ones string \( 1^n \). Between the plateau and the global optimum is a gap of Hamming distance \( k \), which has to be jumped over in order to optimize the function, thus the name.

Furthermore, we investigate the minimum vertex cover problem. Given a graph, minimum vertex cover is the problem of finding a set of vertices of minimum size, the cover, such that every edge is incident to at least one of the elements in the set. This optimization problem is well-known to be \( \text{NP-hard} \) [5, 10]. In this work we focus on certain instances of the vertex cover problem defined by Neumann et al. [13]. They consist of \( m \) copies of a complete bipartite graph where the two partitions have \( l \) and \( l + k \) vertices, respectively. More precisely, we fix positive integers \( k, l,\) and \( m \); for each \( i \) with \( 1 \leq i \leq m \), let \( G_i = (V_i, E_i) \) be a graph as follows. Its set of vertices \( V_i = V_i^{(1)} \cup V_i^{(2)} \) is the disjoint union of two subsets with \( |V_i^{(1)}| = l \) and \( |V_i^{(2)}| = l + k \), \( E_i = \{(u,v) | u \in V_i^{(1)} \land v \in V_i^{(2)}\} \) is its set of edges. The graph \( G = \bigcup_{i=1}^m G_i \) is then defined as the disjoint union of the components \( G_i \). We set \( s = 2l + k \) denote the number of vertices in each component and \( n = ms \) be the total number of vertices in the graph. The discrepancy \( k \) serves as a measure of the disparity of the two partitions. Obviously, for any \( i \), a cover of component \( G_i \) must contain at least all vertices of \( V_i^{(1)} \) or all of \( V_i^{(2)} \); the only minimum vertex cover for the whole graph \( G \) is \( \bigcup_{i=1}^m V_i^{(1)} \). For any component \( G_i \), we refer to the cover consisting of only the vertices in \( V_i^{(1)} \) as globally optimal and the cover consisting of only the vertices in \( V_i^{(2)} \) as locally optimal.

Both problems exhibit the common pattern of strong local optima, which are hard to escape during the optimization. In order to tackle this issue, we investigate the performance of the majority vote crossover operator \([3, \Phi_{\text{m}}]\). This operator, given three bit strings of the same length, outputs a string in which every position is the result of the majority vote of the respective bits in the input. More formally, for any three individuals \( x, y, z \in \{0,1\}^n \) and on every position \( 1 \leq i \leq n \), the crossover is defined as

\[
\Phi_{\text{m}}(x, y, z) = \begin{cases} 
  x_i, & \text{if } x_i = z_i; \\
  y_i, & \text{otherwise}.
\end{cases}
\]

The operator is symmetric in its arguments and the result deterministically depends on the input. We point out that the candidate solutions need to be drawn randomly without replacement as otherwise a duplicated individual would determine the outcome of the whole vote.

2.1 Algorithms

To achieve the diversity we need, we employ several mechanisms. The first one is a \((\mu + 1) \text{ GA} \) [8] combined with the majority vote crossover operator, see Algorithm 1. This genetic algorithm maintains a population of \( \mu \) individuals and,
in each iteration, chooses one of them uniformly at random and mutates it by flipping each bit independently with probability $1/n$. Afterward, if the fitness of the new individual is at least as good as the worst fitness of the population, it replaces one fitness-worst solution drawn uniformly at random. With probability $p_m$, a majority vote crossover among three (different) randomly chosen individuals occurs and the result is not mutated, as this would defeat the purpose of the majority vote crossover. Note that the maintenance of set $I_{\text{min}}$, the set of indices of fitness-worst individuals, needs $\mu$ fitness evaluations during the initialization phase and subsequently comes with no extra cost as the evaluations in line 11 provide all necessary information. It will be clear from the results in Section 3 that this additional effort in the beginning is asymptotically negligible.

Algorithm 1: $(\mu + 1)$ GA with majority vote crossover, $I_{\min}$ is the set of all indices of fitness-worst individuals; concept from [8].

1 for $i \in \{1, \ldots, \mu\}$ in parallel do
2 \hspace{1em} $x^{(i)} \leftarrow$ individual drawn u.a.r. from $\{0, 1\}^n$;
3 repeat
4 \hspace{1em} with probability $p$, do
5 \hspace{2em} $(i, j, k) \leftarrow$ indices drawn u.a.r. from $\{1, \ldots, \mu\}$;
6 \hspace{2em} $y \leftarrow \Phi_{\text{env}}(x^{(i)}, x^{(j)}, x^{(k)})$;
7 else
8 \hspace{2em} $i \leftarrow$ index drawn u.a.r. from $\{1, \ldots, \mu\}$;
9 \hspace{2em} $y \leftarrow$ flip each bit in $x^{(i)}$ with probability $1/n$;
10 \hspace{2em} $l \leftarrow$ index drawn u.a.r. from $I_{\text{min}}$;
11 until $f(y) \geq f(x^{(i)})$ then
12 \hspace{1em} $x^{(i)} \leftarrow y$;
13 until one individual is optimal;

For Theorem 3.2 we equip this algorithm with a different selection policy, namely, we discard the fitness-worst individual which has minimal Hamming distance to the rest of the population (see Section 3 for details).

As a third diversity mechanism, we use the single receiver island model as given by Watson and Jansen [18]. That is, we run $\mu$ independent instances, the islands, of a given iterative search heuristic $A$. Furthermore, in each iteration, we apply the majority vote crossover operator to three islands chosen uniformly at random and store the solution in the so-called receiver island. See Algorithm 2 for a detailed description.

We want to point out that throughout this paper we consider $\mu$, i.e., the population size or the number of islands, respectively, to be bounded from above by some polynomial in the length $n$ of the bit string.

The search heuristic $A$ manipulates the currently best solution as a bit string, possibly in a randomized fashion. In this paper we compare as choices for $A$ the method of Steepest Ascent [15] and Random Local Search (RLS) [7]. Steepest Ascent examines all 1-neighbors of the currently best solution and chooses one that maximizes the fitness increase, i.e., a neighbor with the best fitness. Random Local Search also flips exactly one bit of the given input string, but this time it is chosen uniformly at random among all possible bit positions.

Algorithm 2: Single receiver model with $\mu$ islands running $A$; concept from [18].

1 for $i \in \{1, \ldots, \mu\}$ in parallel do
2 \hspace{1em} $x^{(i)} \leftarrow$ individual drawn u.a.r. from $\{0, 1\}^n$;
3 repeat
4 \hspace{1em} for $i \in \{1, \ldots, \mu\}$ in parallel do
5 \hspace{2em} $y^{(i)} \leftarrow A(x^{(i)})$;
6 \hspace{2em} if $f(y^{(i)}) \geq f(x^{(i)})$ then
7 \hspace{3em} $x^{(i)} \leftarrow y^{(i)}$;
8 \hspace{2em} $(i, j, k) \leftarrow$ indices drawn u.a.r. from $\{1, \ldots, \mu\}$;
9 \hspace{2em} $x^{(0)} \leftarrow \Phi_{\text{env}}(x^{(i)}, x^{(j)}, x^{(k)})$;
10 until $x^{(0)}$ is optimal;

3. THE JUMP FUNCTION

In this section we consider the Jump test function as a first example where the majority vote crossover leads to very good run times. Since we require sufficient diversity to be present in the population, we consider the following three sources of diversity.

First, we consider the $(\mu + 1)$ GA (Algorithm 1) and set the crossover probability vanishingly low; this way, the population will make a random walk and gain diversity by random genetic drift. This approach was also taken by Jansen and Wegener [8] for the uniform crossover, and, in fact, our analysis follows closely the one in [8]. Our result is given in Theorem 3.1.

Second, we consider (again) the $(\mu + 1)$ GA, this time with a tie-breaking rule in the selection operator which explicitly aims at increasing diversity. In particular, we consider breaking ties such that the total pairwise Hamming distance of the population is maximized. More formally, we let $d_H$ denote the Hamming distance and measure the diversity of a population $P = \{x^{(1)}, \ldots, x^{(\mu)}\}$ (considered as a multiset) as

$$D(P) = \sum_{x, y \in P} d_H(x, y).$$

Selection will choose for replacement a fitness-worst individual $x \in I_{\min}$, breaking ties by trying to maximize

$$D(P \setminus \{x\}) = D(P) - 2 \sum_{y \in P} d_H(x, y).$$

Further ties are broken by uniform random choice. Our result regarding this mechanism is given in Theorem 3.2. We would like to point out that computing $D(P)$ takes time $O(\mu^2 n)$ per iteration. However, as usual in this setting of optimization, we only measure the computational effort of the algorithms presented in this paper w.r.t. the number of iterations and the number of fitness evaluations.

Finally, we consider a single receiver island model (Algorithm 2), which naturally exhibits significant diversity. Its islands each run an instance of the $(1 + 1)$ EA [7]. Note that this is a special case of the $(\mu + 1)$ GA introduced in the last section with population size $\mu = 1$ and crossover probability $p_c = 0$, that is, it flips every bit of the input independently with probability $1/n$.

Next, we state the results regarding low crossover probabilities and using the tie-breaking procedure described above as an explicit diversity mechanism.
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Theorem 3.1. Let \( \mu \geq 3 \) and consider the \((\mu+1)\) GA with crossover probability \( p_c = k/n \) optimizing Jump\(_k\) with \( k = O(\sqrt{n}) \). Then, in expectation, an optimal solution is sampled within \( O(\mu n + n \log n + e^{2k}n^2 + n) \) iterations.

Theorem 3.2. Let \( k \leq n/8 \) and \( 3 \leq \mu < n/(2k) \). Consider the \((\mu+1)\) GA with crossover probability \( p_c \) bounded away from 1 by a constant optimizing Jump\(_k\). Suppose that ties in the selection phase are handeled by maximizing the sum of all Hamming distances between any two individuals. Then, the expected number of iterations until an optimal solution is sampled is \( O(\mu n + n \log n + \mu^2 n k \log(\mu k) + p_c^{-1}) \).

Due to space constraints, the proofs of these two theorems are omitted. The proof of Theorem 3.1 is similar to the one of Theorem 7 of Kötzing et al. [11]. It considers a single run of the optimization process as a chain of conditional events. For each event we then bound the probability that its outcome is favorable. The proof of Theorem 3.2 is a standard drift argument.

We now consider the performance of island models.

Theorem 3.3. Let \( \mu \geq 3 \) and consider the single receiver island model running \( \mu \) instances of the \((1+1)\) EA optimizing Jump\(_k\) with \( k = O(n^{1-\varepsilon}) \) where \( \varepsilon > 0 \) is some arbitrary constant. Then, the majority vote crossover operator \( \Phi_{mv} \) samples an optimal individual on the receiver island within \( O(n \log n) \) iterations w.h.p.\(^1\) This corresponds to a total of \( O(\mu n \log n) \) fitness evaluations.

Proof. The first step requires that three islands, drawn uniformly at random, sample an individual on the plateau after \( O(n \log n) \) iterations with high probability; this follows directly from Theorem 7 of Doerr and Goldberg [1] and a union bound.

In the second step we prove that, conditioning on the first step being successful, the crossover operator succeeds again with high probability. Jump\(_k\) considers only the number of 1s, the remaining \( k \) hits with value 0 in each individual on the plateau are uniformly distributed. We now bound the probability of the event \( E \) that the three individuals chosen in the first step share no 0. If this is the case, the majority vote crossover operator samples the optimum in a single step. We have

\[
\Pr(E) = \frac{\binom{n-k}{k} \binom{n-2k}{k}}{\binom{n}{k}}.
\]

Note that, by the constraint imposed on \( k \), we have \( n \geq 3k \) for \( n \) sufficiently large. We observe

\[
\Pr(E) \geq \left( \frac{n-k}{\binom{n}{k}} \right)^2 = \left( \frac{n-2k}{n^2} \right)^2 \geq \left( \frac{n-3k}{n^k} \right)^2 = \left( 1 - \frac{3k}{n} \right)^{2k} \geq 1 - \frac{6k^2}{n}
\]

by Bernoulli’s inequality. Here, \( n^k = \prod_{i=1}^{k} (n + 1 - i) \) denotes the falling factorial. Due to \( k = O(n^{1-\varepsilon}) \), event \( E \) occurs with high probability. Combining the two bounds implies the theorem. \( \square \)

4. VERTEX COVER

We now turn the discussion to the minimum vertex cover problem. Recall that we investigate instances \( G \) consisting of \( m \) separate components, each of which is a complete bipartite graph with partitions of size \( l \) and \( l+k \), respectively. In total, \( G \) has \( n = ms \) vertices, \( s = 2l+k \) per component.

Candidate solutions for the vertex cover problem can be represented as bit strings of length \( n \). Every position corresponds to a specific vertex of the graph, a 0 denotes that this vertex is not chosen for the cover, and a 1 denotes that the vertex is chosen. We use the same fitness function as in [4], i.e., for every individual \( x \in \{0,1\}^n \), its fitness is defined as

\[
f(x) = (n+1)u(x)+|x|_1 \]

where \( u(x) \) denotes the number of uncovered edges in \( x \). Thus, in this section we are concerned with minimizing a given function. The choice of the fitness function has two immediate consequences: first, any elitist algorithm optimizing \( f \) prioritizes reducing the number of uncovered edges over reducing the number of chosen vertices due to the large penalty of \( n+1 \) per uncovered edge. Second, every mutation operator manipulating exactly one bit in \( x \) alters \( |x|_1 \) and, hence, the fitness value. Note that in this representation the globally and locally optimal states of a component have Hamming distance \( s > 1 \).

We consider Steepest Ascent and Random Local Search in turn. For both algorithms, we show that they find a locally optimal state of \( G \) where each component is correct with sufficiently high probability; then we conclude that, for the single receiver island model, the majority vote crossover \( \Phi_{mv} \) constructs the global optimum with high probability at the receiver island. Comparing these two approaches illustrates necessary trade-offs between an (almost) deterministic search and a random one in terms of run time and chance of success.

4.1 Steepest Ascent

Lemma 4.1. Consider Steepest Ascent running on \( G \). As long as not all edges of \( G \) are covered by solution \( x^{(1)} \), Steepest Ascent chooses the vertex incident to the most uncovered edges. In particular, in any component, it always chooses a vertex from the partition with fewer unchosen vertices. When all edges are covered, Steepest Ascent, again in every component, discards the vertices from the partition which was not chosen completely. Once all components are either locally or globally optimal, the currently best solution remains unchanged.

Proof. As mentioned earlier, Steepest Ascent always prefers decreasing the number of uncovered edges. Only afterward the number of vertices in the cover is reduced since every bit flip not changing \( u(x^{(1)}) \) contributes at most 1 to the total fitness. By construction, the number of uncovered edges incident to a vertex is exactly the number of unchosen vertices in the other partition of the same component. This means choosing a vertex from the partition with fewer unchosen vertices covers more edges. Once a cover has been found, i.e., in every component one of the two partitions has been chosen completely, all and only the chosen vertices from the other partition are expendable; other bit flips would increase (worsen) the fitness by 1 or even uncover a previously covered edge. If all components are either locally or globally optimal and there is at least one only locally optimal, this optimum could only be escaped if one switches the partitions in a locally optimal component. This is impossible.
using only one-bit flips as the corresponding solutions have Hamming distance s. Note that along the way all ties are broken uniformly at random.

As a consequence of Lemma 4.1, the method of steepest ascen
d deterministic optimization finds the minimum vertex cover of G
when initialized with the empty subgraph, 0⁺. During the
search, it flips exactly the bits corresponding to \(\bigcup_{i=1}^m V_i^{(1)}\)
hence, finding the optimal solution in time polynomial in \(n\).
This supports the assessment in [4] that greedy algorithms perform well on these instances. Even in our probabilis-
tic setting the behavior described above hugely benefits the expected optimization time and the success probability as shown in the next theorem.

**Theorem 4.2.** Let \(\mu \geq 3\) and consider the single receiver island model running Steepest Ascent optimizing the vertex cover instance \(G\) with \(k \geq (1 + \varepsilon) \ln m + 2l\), where \(\varepsilon > 0\) is an arbitrary constant. Then, an optimal solution is sampled within \(n+1\) iterations w.h.p., using a total of \(O(\mu n^2)\) fitness evaluations.

In order to establish this result, we want to use a similar argument as in the proof of Theorem 3.3. Thus, we show that each of the \(m\) components of \(G\) is either locally or globally optimal after \(n\) iterations and, for some suitable positive constant \(c\), at most \(O(m^{2−c})\) of them are only locally optimal. The last step is then the same as for optimizing the Jump function on bit strings of length \(m\).

**Proof.** A single run of the hill-climbing process described in
Lemma 4.1 is finished in at most \(n\) iterations as every bit is
flipped at most once. We note that in every step each of the \(\mu\) islands has to evaluate the fitness of all \(n\) neighbors of the currently best solution. After this period, every component of each solution is, deterministically, either globally or locally optimal. One can think of such a solution as bit strings of length \(m\). Every bit represents a component with a 0 standing for a locally optimal component and a 1 standing for a globally optimal one. We have shown in Theorem 3.3 that with high probability \(\Phi_m\) creates an optimal solution in one step if there are, in each string, at most \(O(m^{2−c})\) 0s. Furthermore, the outcome of the majority vote of the respective component equals the one for any vertex within this component. Hence, if the above requirement is met, the theorem follows.

We bound the probability of a component being (only) locally optimal after \(n\) iterations. The deterministic behavior of Steepest Ascent, see Lemma 4.1, reduces the question of whether the smaller or the larger partition is discovered first to the question which partition has fewer unchosen nodes after the initialization phase in the beginning. We pessimisti-
cally assume that, if both partitions have the same score, the component is going to be locally optimal. During the initialization, each vertex is chosen with probability \(p\) and \(b\), the random variables \((a−X_a)\) and \(X_a\) are identically distributed, the same holds for \((X_{a+}−X_a)\) and \(X_{a+}\). Hence, we get the following equation.

\[
\Pr(l−X_l \geq l+k−X_{l+k}) = \Pr(X_l \geq l+k−X_{l+k}) = \Pr(X_l+X_{l+k} \geq l+k) = \Pr(X_l \geq l+k).
\]

As the success probability \(p\) equals 1/2, we can employ a special form of the Chernoff-Hoeffding Theorem [6] to bound the last probability.

\[
\Pr\left(X_{a} \geq l + \frac{k}{2} + \frac{k}{2}\right) \leq e^{-\frac{(k)^2}{2}} = e^{-\frac{k^2}{2}}.
\]

We now require that there are in each solution asymptoti-
cally less than \(\sqrt{n}\) locally optimal components w.h.p. To that end, for any island \(1 \leq i \leq \mu\), we define a random variable \(Z_{m,i} \sim \text{Binom}(m, \exp(-k^2/(4l+2k)))\), denoting the number of locally optimal components in \(z_i\). Regarding their expected value, we have

\[
E(Z_{m,i}) = m \exp\left(-\frac{k^2}{4l+2k}\right) \leq m \frac{1}{2}.
\]

The last inequality is due to \(k \geq (1 + \varepsilon) \ln m + 2l\). Using Chernoff and union bounds, one verifies that the probability that none of the \(Z_{m,v}\) for any polynomial number of islands, exceeds \(m^{2−c}\) by more than a constant factor is at least \(1 - \exp\left(-\frac{m}{2}\right)\).

Intuitively speaking, as long as the sizes of the two partitions are not too similar, Steepest Ascent only needs a linear number of iterations but the number of fitness evaluations on each island is quadratic – it spends most of its computational resources in determining the one bit position that maximizes the fitness decrease.

### 4.2 Random Local Search

In the following we investigate how randomization of the search can help reduce the expected number of fitness evaluations. For this we use the paradigm of Random Local Search, that is, in every step and on each island we flip ex-
actly one bit chosen uniformly at random. Utilizing RLS to optimize vertex cover instances has already been extensively studied in [4]. Namely, it has been shown that RLS covers a single component \(G\), in expected time \(O(s \log s)\) and the probability of finding the larger partition equals the relative share of the smaller one. The next lemma is a reformulation of these results for our setting. We add the assertion that their run time bound holds not only in expectation but even with high probability.

**Lemma 4.3.** Consider RLS running on one island optimizing a single component \(G\). Then, after \(O(s \log s)\) iterations it is either globally or locally optimal w.h.p. The probability of \(G\), being only locally optimal equals \(1/s\).

**Proof.** We are only concerned with bounding the probability that \(G\) is at least locally optimal after \(O(s \log s)\) iterations. The other statements immediately follow from Theorem 1 and Theorem 4 of Friedrich et al. [4].

RLS behaves similarly to Steepest Ascent as described in Lemma 4.1. While not all edges are covered, no bit flips discarding vertices are accepted; on the other hand, every bit flip covering a previously uncovered edge is accepted.
Hence, trying every possible bit flip at least once during this phase is sufficient to find a (not necessarily optimal) vertex cover. A standard argument now shows that this happens with high probability within $O(s \log s)$ iterations: the probability of flipping a fixed bit in one iteration is $1/s$. Hence, the probability of flipping this bit at least once during $(c+1)s \ln s$ iterations, $c > 0$ constant, equals

$$1 - \left(1 - \frac{1}{s}\right)^{(c+1)s \ln s} \geq 1 - e^{-(c+1) \ln s} = 1 - s^{-(c+1)}.$$  

A union bound over all $s$ bit positions now yields the desired result.

An identical argument shows that, once a cover has been obtained, another phase of $O(s \log s)$ steps suffices to remove all expendable vertices, again w.h.p. For this, note that no new vertices are added during the second phase. These two bounds combined imply that RLS is successful in time $O(s \log s)$ with high probability.

**Theorem 4.4.** Let $\mu \geq 3$ and consider the single receiver island model running RLS optimizing the vertex cover instance $G$ with $k = \Omega((m^{1/3})^\epsilon)$, where $\epsilon$, again, is some arbitrary positive constant. Then, an optimal solution is sampled within $O(n \log n)$ iterations w.h.p., using a total of $O(\mu \log n)$ fitness evaluations.

**Proof.** The concentration result in Lemma 4.3 is not adversely affected by considering all $m$ components after a phase of $O(n \log n)$ iterations. Moreover, a union bound shows that it also holds for three islands chosen uniformly at random. That is, after so many steps all components of the respective solutions are at least locally optimal w.h.p. During this first phase any island uses only a constant number of fitness evaluations per iteration.

For the second phase – the application of the majority vote crossover – to be successful, we require that at most $O(m^{1/3})$ components per island are locally optimal. For each island $i$ with $1 \leq i \leq \mu$, let $Z_{m,i}$ be the random variable denoting the number of locally optimal components on $i$. Once again, due to Lemma 4.3, the $Z_{m,i}$ are i.i.d. according to the binomial distribution with parameter $1/s$. We have, for any $i$,

$$E(Z_{m,i}) = m \frac{l}{2l+k} = O(m^{1/3}).$$

The asymptotic estimate is due to $k$ being in the order of $\Omega((m^{1/3})^\epsilon)$. The reasoning why none of the random variables, regarding the islands used in the process, overshoot their expected value by more than a constant factor w.h.p. is the same as in the proof of Theorem 4.2.

5. **PROBABILITY AMPLIFICATION**

In the remainder of this work, we introduce a hierarchical architecture in which the majority vote crossover facilitates a rapid amplification of the success probability of a given randomized search heuristic. The setting is motivated by the algorithms we examined in the previous sections, but is not restricted to them. Consequently, we will present this method in more general terms.

We consider a complete ternary tree, called the mv-tree, in which every inner node computes the majority vote crossover of its three children; each leaf is running some randomized search heuristic $A$. The algorithm $A$ does not need to optimize the string entirely. However, there are two essential requirements in order to let the mv-tree amplify the success:

1. For every bit position in the result of $A$, the probability of this bit being set correctly is strictly larger than $1/2$.

2. The bits which are incorrectly set are uniformly distributed among all $n$ bit positions.

Under these requirements we show that the probability of a bit position being set correctly increases quickly as the result of the crossover is propagated upward in the tree. The question naturally arises how many layers are needed until this probability exceeds a given threshold. As it turns out, the chance of success proliferates extensively under majority vote. In the rest of this section, we prove the following theorem, which is the main result.

**Theorem 5.1.** Let $\delta > 0$, possibly dependent on $n$, be such that the probability for any bit position in the result of algorithm $A$ being set correctly is at least $\frac{1}{2} - \delta$. Then, for any fixed $c > 0$, an mv-tree of height $\Theta(\log \frac{1}{\delta - 1} + \log \log n)$ suffices to amplify this probability to at least $1 - n^{-c}$.

As this allows for a cleaner analysis, we focus on minimizing the probability of failure instead of directly quantifying the amplification of the success. By definition, the result of the majority vote crossover deterministically depends on the input strings, hence, we observe the following behavior in each inner node of the tree. Let $p$ denote (an upper bound on) the probability that a bit position in any of the three children is erroneously set. Then the probability that this defect still occurs in the result of the majority vote is

$$3p^2(1-p) + p^2 = 3p^2 - 2p^3.$$

We therefore define the error decreasing function as $\text{dec}(p) = 3p^2 - 2p^3$ for all $p \in [0, 1]$. Function dec is monotonically increasing on the unit interval and has fixed points in $0$ and $1$, of which the latter two are attractive. More precisely, for any $p \in (0, \frac{1}{2})$, we have $\text{dec}(p) < p$; thus, the error probability indeed approaches zero. We establish bounds on the decay of failure under iterated applications of dec, i.e., we bound the mapping $t \mapsto \text{dec}^t(p)$: This task is split into two major parts corresponding to two ranges of $p$. First, in Lemma 5.2, we investigate initial values which are close to the fixed point $\frac{1}{2}$, namely, $\frac{1}{3} < p < \frac{1}{2}$. The analysis of the second range, $0 < p < \frac{1}{3}$, can be found in Lemma 5.3. As we will see, the underlying process is fundamentally different in behavior on these two domains.

As $\delta$ denotes the quantity by which the initial success probability exceeds one half, we can denote the error probability by $p = \frac{1}{2} - \delta$. In the following lemma, we only consider values of $\delta$ lying strictly between $0$ and $\frac{1}{2}$. We introduce some additional technical notation. For all considered $\delta$ and natural numbers $t$, let $g_\delta$ be an auxiliary function defined as

$$g_\delta(t) = \frac{1}{2} - \text{dec}^t \left(\frac{1}{2} - \delta\right).$$

Intuitively, $g_\delta$ measures how fast the error probability moves away from the fixed point $\frac{1}{2}$ if its initial value was $\frac{1}{2} - \delta$. Note that, for any parameter $\delta$, $g_\delta$ is monotonically increasing in $t$ and we have $g_\delta(0) = \delta$. The relevance of this function stems from the fact that in the moment in which $g_\delta(t)$ exceeds $\frac{1}{4}$, $\text{dec}^t \left(\frac{1}{2} - \delta\right)$ falls below this value.
Lemma 5.2. For any parameter $0 < \delta < \frac{1}{7}$, we define the crossing point as $t^*_\delta = \min\{t \in \mathbb{N} \mid g(t) \geq \frac{3}{2}\}$. Then, for all $t \leq t^*_\delta$, we have $(11/8)^{4t} \leq g(t) \leq (3/2)^t \delta$.

Proof. Function $g_t$ observes the following recurrence for any natural number $t$:

$$g_t(t + 1) = \frac{3}{2} - \delta \left(1 - \frac{1}{2} - \delta\right)^2 = \frac{3}{2} - \delta \left(1 - \frac{1}{2} - g_t(t)\right)^2$$

$$= \frac{3}{2} - 3 \left(1 - \frac{1}{2} - g_t(t)\right)^2 + 2 \left(1 - \frac{1}{2} - g_t(t)\right)^3$$

It is now easy to see that $g_t(t) \leq \left(\frac{3}{2}\right)^\delta$ indeed holds. The more interesting part is bounding $g_t(t)$ from below. This is established by an induction over all $t \leq t^*_\delta$. Note that $0 < t^*_\delta$, as $g_t(0) = \delta < \frac{1}{7}$, and the inequality $g_t(0) \geq \left(\frac{3}{2}\right)^\delta$ obviously holds. Now assume that the induction hypothesis is true for some $t < t^*_\delta$. In this case, we get

$$g_t(t + 1) > \left(\frac{3}{2} - 2 g_t(t)\right)^2 g_t(t)$$

$$\geq \left(\frac{3}{2} - 2 \left(1 - \frac{1}{2}\right)^2\right)^2 \left(\frac{11}{8}\right) \delta = \left(\frac{11}{8}\right)^{t+1} \delta.$$ 

Next, we turn to values of $p$ between zero and one quarter.

Lemma 5.3. For any natural number $t$ and $0 < p \leq \frac{1}{4}$, we have $(5/8)^{2t} \leq \text{dec}(p) \leq (3/4)^{2t}$.

Proof. Both inequalities are shown by an induction over $t$. The lower bound clearly holds for $\text{dec}(p) = p \leq \frac{1}{2}$. Now assume that it is true for some natural number $t$. We get

$$\text{dec}(p) + 1 = \text{dec}(\text{dec}(p)) \geq \text{dec}\left(\left(\frac{5}{8}\right)^{2t}\right)$$

$$= \left(3 - 2 \left(\frac{5}{8}\right)^{2t}\right) \left(\frac{5}{8}\right)^{2t} \geq \left(\frac{5}{8}\right)^{2t+1}.$$ 

The first inequality uses both the induction hypothesis and the monotonicity of function $\text{dec}$.

The upper bound follows by a similar but somewhat simpler argument using that $(3/4)^2 > 1$ is always smaller than $(3/4)^{2t+1}$.

In other words, if the process of error minimization is started with an initial value close to $\frac{1}{4}$, it takes relatively long time to get the error under $\frac{1}{4}$ as the gap only grows exponentially. However, once this crossing point has been passed, the process is massively accelerated, the error probability now tends double exponentially toward zero.

Proof of Theorem 5.1. Naturally, this proof is also done in two steps. In the first one, we give matching upper and lower bounds on the time in which the initial error shifts from $\frac{1}{4} - \delta$ to $\frac{1}{4}$, i.e., on the crossing point $t^*_\delta$ as defined in Lemma 5.2. In the second step, we do the same for the time the mv-tree needs to further decrease the error probability below $n^{-c}$, for some prescribed constant $c > 0$. If $\delta$ is a constant or the initial error is already below one quarter, the first step is asymptotically irrelevant.

Let $p = \frac{1}{4} - \delta$ be the probability that a bit in the result of algorithm A – the leaves of the mv-tree – is set incorrectly. As we have seen above, $t^*_\delta = \min\{t \mid g(t) \geq \frac{3}{2}\}$ is the smallest number $t$ such that after $t$ layers the chance of failure is at most $1/4$. By Lemma 5.2 we have $\left(\frac{11}{8}\right)^t \delta \leq g_t(t)$, therefore,

$$g_t(t) < \frac{1}{4} \Rightarrow t < \log \frac{11}{4} \frac{1}{\delta^2}.$$ 

Thus, choosing $t^*_\delta = O(\log \delta^{-1})$ suffices. A similar calculation, using $\left(\frac{3}{2}\right)^\delta \geq g_t(t)$, verifies the matching lower bound of $t^*_\delta = \Omega(\log \delta^{-1})$.

For the second step, we can assume that $p$ is a constant not greater than $\frac{1}{4}$ and, hence, apply Lemma 5.3. That is, we get $\text{dec}(p) = \Theta(n^{-c})$ for some $t$ with $t = \Theta(\log \log n)$. In total we need $\Theta(\log \delta^{-1} + \log \log n)$ layers for the optimization.

To conclude our work, we revisit the optimization processes of the previous sections, in particular, our vertex cover instances. We already know that, after a sufficient number of steps, RLS manages to either locally or globally optimize each component of graph $G$ individually. Furthermore, the probability of a component being locally optimal is $1/s$. We now show that the optimization by the mv-tree set on top of RLS comes with (asymptotically) no extra cost and is even capable of handling an arbitrarily small discrepancy between the two partitions.

Theorem 5.4. Consider a mv-tree of height $O(\log s + \log \log n)$, each of its leaves running an instance of RLS on a vertex cover instance $G$ with $k > 0$. Then, an optimal solution arrives at the root within $O(n \log n)$ iterations w.h.p., using a total of $O(ms^{-2}(\log ms)^2)$ fitness evaluations.

Proof. We want to employ the above theorem for this proof, however, the result of RLS working on graph $G$ does not meet an important requirement: as one bit in a component is set erroneously, just in case all of them are, given that all components are at least locally optimal, the incorrectly set bits are not uniformly distributed. We circumvent this obstacle by again analyzing the time it takes to optimize a string of length $m$ in which every bit position corresponds to a whole component instead of a single vertex. This method is justified by the observation that, according to Theorem 4.4, after $O(n \log n)$ iterations each component of any solution on a polynomial number of islands (leaves) is either locally or globally optimal w.h.p. In this case the majority vote of the components determines the outcome of the respective votes of the vertices involved. Observe that now the remaining defects in the bit string are indeed uniformly distributed as the components are optimized independently.

Consider a single individual after being treated by RLS for some $O(n \log n)$ rounds. Lemma 4.3 states that the probability of a component being globally optimal is

$$\frac{l + k}{s} = \frac{1}{2} + \frac{k}{2s} = \frac{1}{2} + \Omega\left(\frac{1}{n}\right).$$

This equals the probability of a bit being set correctly. Thus, even for arbitrarily small discrepancies $k \geq 1$, we have $\delta^{-1} = O(s)$ in the terms of Theorem 5.1. As a consequence, an
mv-tree of height $O(\log s + \log \log n)$ suffices to amplify the success probability in every position beyond $1 - n^{-c}$, for some constant $c > 0$, this is clearly enough to optimize the whole underlying graph w.h.p. The additional iterations needed to propagate the solution from the leaves to the root is asymptotically negligible compared to the optimization time of $O(n \log n)$. In fact, an analysis of the inequalities in Lemma 5.2 and Lemma 5.3 not neglecting constant factors even shows that we can choose the tree to have height at most $\log_2 s + \log_2 \log_2 n$. Hence, the mv-tree has $\mu = O(s \log n)$ leaves. As stated in Theorem 4.4, the optimization process needs at most $O(\mu n \log n)$ fitness evaluations, which is $O(ms^2(\log ms)^2)$.

Applying the same reasoning directly on the level of the underlying bit strings also shows that an mv-tree can optimize $\text{Jump}_k$ for any reasonable jump distance with no extra cost (compared to Theorem 3.3).

**Theorem 5.5.** Consider an mv-tree of height $O(\log n)$, each of its leaves running an instance of the $(1 + 1)$ EA on $\text{Jump}_k$ with $k < \frac{2}{3}$. Then, an optimal solution arrives at the root within $O(n \log n)$ iterations w.h.p., using $O(n^2 \log n)$ fitness evaluations.

### 6. CONCLUSION

In this work we explored the influence of majority vote crossover in population-based optimization. We equipped several Genetic Algorithms, employing different crossover probabilities and diversity mechanisms, with this operator and then examined their run times optimizing the Jump function and structured vertex cover instances. If the fitness function observes multiple local maxima that need to be combined to find the global optimum, majority vote can significantly speed up the optimization. In these cases, this crossover operator naturally benefits from a high diversity of the underlying population.

From these observations, we derived the hierarchical optimization scheme of mv-trees, in which successive majority vote operators assemble building blocks, incorporating more and more partial solutions. We showed that in this setting even a small bias towards the optimum is amplified rapidly.

There are two immediate directions for future work. Majority vote crossover appears to work best on individuals drawn randomly from a population with high diversity as this diminishes the influence of stochastic error. Hence, it would be interesting to rigorously investigate the robustness of this operator against noise in the input or in the fitness function itself. Finally, we believe that mv-trees have large potential for applications, since they can be used with an arbitrary given optimization algorithm.
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