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#### Abstract

Several important optimization problems in the area of vehicle routing can be seen as variants of the classical Traveling Salesperson Problem (TSP). In the area of evolutionary computation, the Traveling Thief Problem (TTP) has gained increasing interest over the last 5 years. In this paper, we investigate the effect of weights on such problems, in the sense that the cost of traveling increases with respect to the weights of nodes already visited during a tour. This provides abstractions of important TSP variants such as the Traveling Thief Problem and time dependent TSP variants, and allows to study precisely the increase in difficulty caused by weight dependence. We provide a 3.59 -approximation for this weight dependent version of TSP with metric distances and bounded positive weights. Furthermore, we conduct experimental investigations for simple randomized local search with classical mutation operators and two variants of the state-of-the-art evolutionary algorithm EAX adapted to the weighted TSP. Our results show the impact of the node weights on the position of the nodes in the resulting tour.
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## 1 INTRODUCTION

Evolutionary algorithms have been used for many complex optimization problems, but it is very hard to understand the complexity of the considered problems as well as the performance of evolutionary algorithms dependent on important problem characteristics. Complex optimization problems often involve several interacting components that determine the value of a solution. Often these problems are called multi-component problems [4] and the goal is to compute an overall high quality solution which might be quite different from good solutions of the underlying silo problems. The Traveling Thief Problem (TTP) has been introduced in [3] as an example problem which combines two of the most well studied $\mathcal{N} \mathcal{P}$-hard problems in combinatorial optimization, namely the Traveling Salesperson Problem (TSP) and the Knapsack Problem (KP). The TTP searches for a TSP tour and a packing plan such that the overall benefit of the tour is maximized. Here, the overall benefit is given by the profit of the collected items minus the cost of the tour which takes into account that costs are increasing with the weight of the collected items. The problem has obtained significant attention in the evolutionary computation literature in recent years. Different types of evolutionary and other heuristic approaches have been designed for the TTP [10, 11, 26-28] and various types of studies have been carried out to understand the interaction of the two underlying subproblems [16, 24, 25]. Furthermore, the TTP has been subject to various competitions over the last 5 years using a benchmark set that combines popular classes of benchmarks for the TSP and KP [21].

The goal of this paper is to study such interactions of having increasing weights for the TSP from a theoretical perspective. In the case of TTP, previous studies have focused on the theoretical investigations of the underlying packing problem when the tour is kept fixed. An exact approach based on dynamic programming and a fully polynomial time approximation scheme have been presented in [18]. These studies show that the underlying packing problem (although $\mathcal{N} \mathcal{P}$-hard) is relatively easy to solve by these approaches. Dealing with the traveling salesperson part of TTP seems to be the harder problem. The traveling salesperson part of TTP involves traveling costs that are increasing with the weight of the items collected. Motivated by the TTP, we study a variant of the TSP, which we call node weight dependent TSP (W-TSP), where there are additional weights on the nodes and the cost of a tour increases with the weight of already visited nodes. Its increased difficulty in comparison to classical TSP shows that TTP is not just more difficult than TSP because of the added knapsack problem. W-TSP
highlights the challenges of solving TTP that do not originate from packing decisions. Aside from these investigative purposes, W-TSP is a natural model for many practical applications. For example, it can be used to model the effect of a vehicle's loaded weight on its gas consumption, e.g., in case of flights, liner ship movements or waste disposal.

The W-TSP is related to other variants of the TSP. Both definitions of the time dependent TSP (TDTSP) also consider change of costs with respect to the already traveled tour. In [20], the authors consider traveling costs that depend on the position in the tour (TDTSP1), a different version (TDTSP2) studied in [15] defines cost with respect to the distance traveled. The very general form of time dependence in both versions results in optimization problems that are very hard to analyze, hence there are few known positive results. Most studies on the TDTSP1 focus on exact algorithms based on integer linear programming, e.g. [1]. For the restriction to distances in $\{1,2\}$, a $(2-2 / 3 n)$-approximation for the TDTSP1 has been presented in [6]. Furthermore, for TDTSP2 a genetic algorithm approach has been studied in [23].

Our more restrictive set of weights for W-TSP turns out to be much closer related to the so-called minimum latency problem (MLP). This problem was introduced in [2] to model a cost function for tours from a customer perspective. Formally, the objective is to minimize the average distance from a given start city to all other cities in a TSP tour. At first glance, latency may seem very different from weight dependence, but we will see that these two additional dependencies on the cost of a TSP tour have useful similarities. We pay particular attention to the connection of the classical TSP and the MLP to the W-TSP. Our goal is to examine what types of successful algorithmic approaches for the TSP can be translated to the W-TSP.

### 1.1 Our contribution

We study the W-TSP from a theoretical perspective and are particularly interested in how the problem changes dependent on the weights that are part of the input. We start by introducing approximation algorithms that make use of known methods for the MLP. Particularly, we investigate the restriction to metric distances and show that if there is an $\alpha$-approximation for MLP then there is a $3 \alpha$-approximation for W-TSP restricted to all weights equal to 1. By adapting the techniques used to approximate the MLP and further structural properties, we derive a 3.59-approximation for metric W-TSP with bounded integer weights. Afterwards, we investigate the quality of approximations for the $\{1,2\}$-TSP and show how this translates into a 1.75-approximation for $\{1,2\}-\mathrm{W}-\mathrm{TSP}$ when all weights are 1.

Our theoretical investigations are complemented by experimental investigations that systematically investigate the performance of randomized local search using different mutation operators. Furthermore, we investigate the high performing evolutionary algorithm EAX for the classical TSP and its adaptation to the W-TSP. We study the effect of increasing weights for the W-TSP and point out differences that occur in the tours for the TSP and the W-TSP when using EAX on these two problems. For randomized local search, we observe that the inversion operator is preferred over jump operations although even symmetric TSP instances lead to
non symmetric instances for W-TSP. For EAX, the results for $n=50$ cities show that the performance when using the best TSP tour computed by EAX and the best tour for W-TSP might differ by a factor of up to 2.75 in terms of quality for W-TSP. For the considered instances having 1000 nodes, we regularly observe a difference by a factor of 1.75

The paper is structured as follows. In Section 2, we formally introduce the weighted Traveling Salesperson Problem. In Section 3, we provide theoretical approximation guarantees for the metric case and provide improved results for the case where TSP costs are 1 or 2 in Section 4. In Section 5, we study experimentally different mutation operators for randomized local search as well as the difference of the quality of solutions for the classical TSP and weighted TSP obtained by EAX. Finally, we conclude the paper and point out several promising future research directions.

## 2 PROBLEM FORMULATION

We consider a version of the symmetric TSP where cities have additional weights. The cost traveled along an edge depends on the weight of the cities visited so far and the distance of the edge. Let $\pi=\left(\pi_{1}, \ldots \pi_{n}\right)$ be a permutation of the $n$ cities. We assume that we always start at city 1 for the evaluation of a permutation, i.e., we have $\pi_{1}=1$. If this is not the case, we simply rotate the permutation prior to the fitness evaluation such that city 1 is the first city in the permutation.

For distance function $d$ and weight function $w$ on a set of $n$ cities, we aim to find a permutation $\pi$ that minimizes the weighted TSP cost, denoted by $\mathcal{W}(\pi)$, formally given by the expression

$$
\mathcal{W}(\pi)=d\left(\pi_{n}, \pi_{1}\right)\left(\sum_{j=1}^{n} w\left(\pi_{j}\right)\right)+\sum_{i=1}^{n-1} d\left(\pi_{i}, \pi_{i+1}\right)\left(\sum_{j=1}^{i} w\left(\pi_{j}\right)\right)
$$

We call this optimization problem the node weight dependent TSP (W-TSP). Note that the standard (unweighted) TSP is the special case where $w\left(\pi_{1}\right)=1$ and $w\left(\pi_{i}\right)=0,2 \leq i \leq n$. Generally, the distance $d\left(\pi_{i}, \pi_{i+1}\right)$ is multiplied by the weight at city $\pi_{i}$, which we abbreviate with $\omega(i)=\sum_{j=1}^{i} w\left(\pi_{j}\right)$.

To analyze the properties of W-TSP, we consider the following variants. With uniform weighted TSP (UWDTSP) we refer to the restriction that each city (except for the fixed start city) has the same weight, formally, $w_{i}=a, 2 \leq i \leq n$, for some fixed value $a \geq 0$. Also, 1-weighted TSP (1W-TSP) denotes the further restriction to $a=1$.

This formal definition of the W-TSP and its variations relates to known variations of the TSP as follows. Time dependence as defined in [20], considers a collection of distance values $d_{i, j, \ell}, 1 \leq i, j \leq n$, $1 \leq \ell<n$ with the interpretation that the cost of traveling from city $i$ to city $j$ in a tour where $i$ is the $\ell$ th city to be visited is $d_{i, j, \ell}$. UWDTSP with unit weight $a>0$ can be modeled by such a time dependent formulation by setting $d_{i, j, \ell}=d(i, j)(n-\ell+1) a$. For the general W-TSP however, the cost of a transition in the weight dependent TSP does not only depend on its position in the tour, but also on the cities that were previously visited (their respective weights to be precise), hence a form of dependency that can not purely be modeled in relation to the position in the tour.

Another definition of time dependence given in [15] defines for the transition from $i$ to $j$, a cost that varies with respect to the
time that has passed (i.e. the traveling cost) until the tour reaches city $i$. This version of time dependence is similar to our weight dependence in the sense that it also models distance variation with respect to the partial tour traversed before reaching a city. With time dependence however, distance and time dependence are inherently entangled while weight dependence retains a stronger separation between distance and weight-effects.

1W-TSP has an interesting relationship with the minimum latency problem (MLP) introduced in [2]. We give a formal definition for the MLP and discuss the relevant known results in more detail in the next section.

## 3 APPROXIMATION ALGORITHMS

In this section we consider W-TSP restricted to distances that satisfy the triangle inequality. We call this variant metric W-TSP. Without this restriction, the W-TSP, like most variants of the TSP, can not be approximated within any constant factor; this immediately follows from the standard reduction from the $\mathcal{N} \mathcal{P}$-hard Hamiltonian cycle problem.

Aside from these complexity theoretic reasons, restriction to metric distances is a standard assumption for the TSP. Sometimes, triangle inequality is also indirectly implied by the objective of finding a shortest tour that visits each city at least once, first introduced by [9] as graphical TSP.

### 3.1 Connections to the Minimum Latency Problem

We explore the connection between the 1W-TSP and the MLP. Formally, the Minimum Latency Problem (also called delivery-man, school-bus driver, or traveling repairman problem) models the task to find, for a given set of cities with distance function $d$ and a fixed start city $p$, a path starting at $p$ which visits all cities and minimizes the sum of waiting times. Formally, with a solution again modeled as a permutation $\pi=\left(\pi_{1}, \ldots, \pi_{n}\right)$ with $p=\pi_{1}$, MLP minimizes

$$
\mathcal{L}(\pi)=\sum_{i=2}^{n} \ell\left(\pi_{i}\right)=\sum_{i=2}^{n} \sum_{j=1}^{i-1} d\left(\pi_{j}, \pi_{j+1}\right)
$$

The shorthand $\ell(i)$ describes the latency of city $\pi_{i}$ as it models the distance passed until city $\pi_{i}$ is reached. Although the MLP asks for a path and not a round-trip, it is possible to relate it to 1W-TSP in case of metric distances.

For 1W-TSP, the cost of a permutation $\pi=\left(\pi_{1}, \ldots, \pi_{n}\right)$ can be rewritten to $\mathcal{W}(\pi)=n d\left(\pi_{n}, \pi_{1}\right)+\sum_{i=1}^{n-1} i d\left(\pi_{i}, \pi_{i+1}\right)$. Rewriting the summation to compute the latency of a permutation yields the following connection to $1 \mathrm{~W}-\mathrm{TSP}$ :

$$
\begin{aligned}
\mathcal{L}(\pi) & =\sum_{i=1}^{n-1}(n-i) d\left(\pi_{i}, \pi_{i+1}\right)=\sum_{j=1}^{n-1} j d\left(\pi_{n-j}, \pi_{n-j+1}\right) \\
& =\mathcal{W}\left(\pi_{n}, \pi_{n-1}, \ldots, \pi_{1}\right)-\operatorname{nd}\left(\pi_{1}, \pi_{n}\right)
\end{aligned}
$$

Reversing the order of a permutation reveals a strong connection between latency and W-TSP. As already observed by [2], combined with a shift to start both tours at the fixed start city $\pi_{1}$, it follows that the cost of a node weighted TSP tour can be interpreted as the
sum of a reversed latency tour and a classic TSP tour, formally:

$$
\mathcal{L}(\pi)=\mathcal{W}\left(\pi_{1}, \pi_{n}, \ldots, \pi_{2}\right)-\sum_{i=1}^{n-1} d\left(\pi_{i}, \pi_{i+1}\right)-d\left(\pi_{1}, \pi_{n}\right)
$$

Since all distances are non-negative, this relation shows that the optimum value for MLP gives a lower bound for the optimum for 1 W -TSP. Triangle inequality implies $d\left(\pi_{1}, \pi_{n}\right) \leq \sum_{i=1}^{n-1} d\left(\pi_{i}, \pi_{i+1}\right)$, which together with the rough bound $\mathcal{L}(\pi) \geq \sum_{i=1}^{n-1} d\left(\pi_{i}, \pi_{i+1}\right)$ yields:

$$
\mathcal{W}\left(\pi_{1}, \pi_{n}, \ldots, \pi_{2}\right) \leq \mathcal{L}(\pi)+2 \sum_{i=1}^{n-1} d\left(\pi_{i}, \pi_{i+1}\right) \leq 3 \mathcal{L}(\pi)
$$

In the worst case, this relation is tight as seen by the example below, where $\mathcal{L}(1,2,3)=x+2 \varepsilon$ and $\mathcal{W}(1,3,2)=x+2 x+2 \varepsilon$ which for large $x$ and small $\varepsilon$ yields the worst-case factor of 3 between 1W-TSP and MLP (observe that the respective permutations are optimum solutions).


In general this connection only yields that any $\alpha$-approximation for metric MLP can be used to approximate metric 1W-TSPwith ratio $3 \alpha$. A direct application of the techniques used for MLP allows to derive better approximation results for $1 \mathrm{~W}-\mathrm{TSP}$.

Over the past 25 years, approximation algorithms for MLP have been gradually improved from the initial 144-approximation in [2] to the currently best 3.59 -approximation in [7]. All such approximations have the same underlying idea of appending a certain set of tours starting and ending at the fixed start city. These tours are approximate solutions to $k$-MST, the problem of finding a minimum cost tree spanning $k$ vertices which is an obvious lower bound on the latency of the $k$-th vertex in an optimal MLP tour. These constructions hence always calculate with the cost of a tour that returns to the start, so they can also be interpreted as a solution to $1 \mathrm{~W}-\mathrm{TSP}$. The basic idea of our following approximation is to alter the procedure that picks the approximate solutions to the $k$-MST problem according to the objective of 1W-TSP. The formal description with technical details of this idea are given in the proof below.

Theorem 3.1. Metric 1-weighted TSP can be approximated within a ratio of at most 3.59 in polynomial time.

Proof. We adapt the strategy in [7] as follows. Consider a given metric instance of 1W-TSP with distance $d$ on $n$ cities. First assume that we have tours $T_{k}$ that are a 2 -approximation to the $k$-MST problem, for each $1 \leq k \leq n$; which we will also refer to as good $k$-tours. As a first difference to the approximation for latency, in this set of good $k$-tours, we construct as $n$-tour a 1.5 -approximate solution to TSP, calculated from the algorithm of [8], to have a certain approximation ratio for the last tour.
As already mentioned, the final solution is constructed by appending a subset of the good $k$-tours. To find a good sequence to build this final solution, we also create an auxiliary graph $H$ that contains a node for each good tour $T_{k}$ and weights on directed arcs that reflect the cost produced by appending these tours in a solution,
and search for a shortest path from $T_{1}$ to $T_{n}$. To now reflect the cost of the $1 \mathrm{~W}-\mathrm{TSP}$ instead of the MLP, we change the cost of a path from the node corresponding to $T_{i}$ to the node corresponding to $T_{j}$ for any $1 \leq i<j \leq n$ in the weighted graph $H$ to $\left(n-\frac{i+j}{2}+1\right) c\left(T_{j}\right)$, where $c\left(T_{j}\right)$ denotes the cost of the tour $T_{j}$. This additional cost of $c\left(T_{j}\right)$ compared to the construction used for the latency problem gives exactly the cost of latency plus TSP tour, hence the cost for the 1W-TSP.

Consider, like in the original approach, appending the following set of subtours. For some $c>1$ let $T_{n_{i}}$ be the good tour of length at most $2 b c^{i}$ that contains the largest number of vertices, with $b$ set to be $c^{U}$, for a random variable $U$ uniformly distributed between 0 and 1. Append these tours $T_{n_{i}}$ for $i=1,2, \ldots$ in this order for all values of $i$ for which $2 b c^{i}$ is strictly smaller than $c\left(T_{n}\right)$, then append $T_{n}$ as the last tour. Skipping multiple occurrences of cities in this tour then yields a valid solution to $1 \mathrm{~W}-\mathrm{TSP}$. With $c=3.59$, the bounds on the latency of each city in the resulting tour remains 3.59 with exactly the calculations as presented in [7]. For the additional TSP-cost, we claim that the constructed tour is at most 3.07 times as long as an optimal TSP tour. Let $j$ and $d$ be such that $d \leq 1$ and that the cost of an optimal TSP tour is $d c^{j}$. Regardless of the value of $b$, the last tour appended by the algorithm is the $n$-path created by Christofides' algorithm, so it has a cost of at most $1.5 d c^{j}$. Similar to the computations for the latencies, the other appended tours depend on the relation between $d$ and $b$.

If $d<b$, the algorithm appends (aside from the $n$-tour), $j-1$ tours, up to cost $2 b c^{j-1}$, with combined cost of at most

$$
2 \sum_{\ell=1}^{j-1} b c^{\ell}<\frac{2 b c^{j}}{c-1}
$$

If $d>b$, the algorithm appends $j$ tours, up to cost $2 b c^{j}$, with combined cost

$$
2 \sum_{\ell=1}^{j} b c^{\ell}<\frac{2 b c^{j+1}}{c-1}
$$

With expectation over $U$, the expected length of the tour up to $T_{n}$ is at most:

$$
\int_{\log _{c} d}^{1} \frac{2 c^{U_{c}}{ }^{j}}{c-1} \mathrm{~d} U+\int_{0}^{\log _{c} d} \frac{2 c^{U_{c}{ }^{j+1}}}{c-1} \mathrm{~d} U=\frac{2 d c^{j}}{\ln c}
$$

Overall, the expected ratio between the constructed tour and an optimal TSP tour is at most $1.5+\frac{2}{\ln c}<3.07$.

At last, the primal-dual procedure described in [7] only gives a set of good $k$-tours for a subset of $\{1, \ldots, n\}$, not for the whole set as we assumed in the beginning. Exactly as shown for the latency problem, the tours for the missing values of $k$ can be replaced by phantom tours which then are replaced by existing ones since our distance function shows the same behaviour as the original one with respect to the interpolation used for the phantom tours.

### 3.2 Bounded Integer Weights

So far, we only derived approximation results for the W-TSP for the restriction to all weights equal to 1 with the help of the MLP. While there exist generalizations of MLP, there are no known approximation results which translate to W-TSP. In [12], a variation of the MLP with a service time at each city which adds to the latency of
the following city has been investigated. Considering the reverse tour, this is very different from W-TSP. Weights other than 1 in a reverse tour could however be interpreted as the importance of a city, given as multiplicative factor on the penalty of its waiting cost. To the best of our knowledge, this generalization of the MLP has not been studied.

In order to generalize the approximation for 1W-TSP to different weights, we exploit structural properties of optimal solutions. This approach yields the following result.

Lemma 3.2. For any $\alpha>1$, an $\alpha$-approximation for metric 1 weighted TSP can be used to derive an $\alpha$-approximation for metric weighted TSP with polynomially bounded, non-zero, integer weights.

Proof. Consider an instance of W-TSP given by distances $d$ and polynomially bounded non-negative integer weights $w$ on $n$ cities. Create an instance of 1W-TSP by including $w(i)$ copies of city $i$, for each city $i \in\{1, \ldots, n\}$. Denote for the new instance formally the set of cities by $\left\{\left\{i_{1}, \ldots, i_{w(i)}\right\}: 1 \leq i \leq n\right\}$. We further define the distances $\hat{d}$ for the transformed instances by

$$
\hat{d}\left(i_{r}, j_{s}\right)= \begin{cases}0, & \text { if } i=j \\ d(i, j), & \text { else }\end{cases}
$$

Observe that this definition yields a metric distance. Further, since the weights are polynomially bounded, this construction is polynomial. Denote by $r$ the number of cities in this new instance, and assign the weight 1 to each of these cities.

Observe that any permutation $\left(\pi_{1}, \ldots, \pi_{n}\right)$ for the original instance can be translated to a permutation of the same weighted cost for the new instance by replacing $\pi_{j}$ with $\pi_{j}=i$ by the sequence $i_{1}, \ldots, i_{w(i)}$. In particular, the optimum value for the new instance is smaller or equal to the optimum value of the original one.

Conversely, we can use a permutation of the new instance to create a permutation of the same or even smaller cost for the original instance as follows. Let $\left(\pi_{1}, \ldots, \pi_{r}\right)$ a permutation for the new instance. We claim that this permutation can be altered such that all copies of an original city occur consecutively together which allows to extract a permutation to the original instance by replacing the grouped copies by the single original city. Assume that for some $1<$ $i \leq n$, the cities $i_{1}, \ldots, i_{w(i)}$ do not occur (in some arbitrary order) as one consecutive block in the sequence $\left(\pi_{1}, \ldots, \pi_{r}\right)$. Let $1 \leq x \leq$ $w(i)$ be such that $i_{x}$ occurs last, among all cities in $\left\{i_{1}, \ldots, i_{w(i)}\right\}$, in the sequence $\left(\pi_{1}, \ldots, \pi_{r}\right)$. Consider altering the sequence, by moving all cities in $\left\{i_{1}, \ldots, i_{w(i)}\right\} \backslash\left\{i_{x}\right\}$ to be visited right after $i_{x}$. All edges after $i_{x}$ have the exact same cost, since neither the weight nor the cities have changed. All edges among the cities in $\left\{i_{1}, \ldots, i_{w(i)}\right\}$ are zero, so they add no cost at all. All edges before the block $\left\{i_{1}, \ldots, i_{w(i)}\right\}$ now are attached with equal or less weight than before, since the weight of the shifted cities is postponed. Further, triangle inequality implies that jumping over the gaps previously filled with cities in $\left\{i_{1}, \ldots, i_{w(i)}\right\}$ does not increase the tour cost. Repeating this procedure yields a permutation that can be translated to the original instance and has the same or smaller cost.

Overall, it follows that an $\alpha$-approximate solution for metric W TSP with bounded non-negative integer weights can be computed by creating a new instance of metric 1W-TSP, running the assumed
$\alpha$-approximation on it, and then translating the resulting permutation to the original instance (this can be done in linear time by scanning the permutation in reverse and skipping duplicates).

Combined with Theorem 3.1, this result gives the following.
Theorem 3.3. Metric weighted TSP with polynomially bounded, non-zero, integer weights can be approximated within a ratio of at most 3.59 in polynomial time.

## 4 1-WEIGHTED TSP $\{1,2\}$

We now consider the further restriction to distance values 1 and 2. For the classical TSP, this is one of the most studied restrictions, usually called $\{1,2\}-\mathrm{TSP}$, as this problem can be seen as a generalization of the Hamiltonian cycle problem and is therefore still $\mathcal{N} \mathcal{P}$-hard. Different approximation algorithms have been developed for the $\{1,2\}$-TSP and we investigate how to make use of those when investigating 1 W -TSP with distances 1 and 2 . We refer to this restriction by 1 -weighted $\operatorname{TSP}\{1,2\}, 1 \mathrm{~W}-\mathrm{TSP}\{1,2\}$ for short.

A ( $2-2 / 3 n$ )-approximation algorithm for a restriction to distances 1 and 2 on the related time dependent TSP has been presented in [6]. Although 1W-TSP is a special case of TDTSP1, this result can not be used to derive an equivalent approximation for $1 \mathrm{~W}-\mathrm{TSP}\{1,2\}$, since edge-cost restriction for our problem does not translate to edge-cost restriction to 1 and 2 in the representation as TDTSP1; observe that the costs of 1 and 2 have to be multiplied by the weights, which, even with the restriction to all weights being 1 , gives a range of time dependent distances between 1 and $2 n$.

We first consider the case where the input allows for a TSP tour of cost $n$. First observe that for this case, an optimal tour for 1 W TSP has cost $\sum_{i=1}^{n}=n(n+1) / 2$. Let $k$ be the number of 2 -edges introduced into the tour by an approximate solution. The tour has the highest possible costs if these edges are at the end of the tour. Compared to the optimal tour the cost increase by
$n+(n-1)+\ldots+(n-(k-1))=k n-k(k-1) / 2=k(n-(k-1) / 2)$
Let $\pi$ be an $\alpha=(1+c)$-approximation, $c \geq 0$ for the $\{1,2\}$-TSP. Let $k \leq c n$ be the number of 2-edges in $\pi$. The resulting approximation ratio for $1 \mathrm{~W}-\mathrm{TSP}\{1,2\}$ is at most $1+k(n-(k-1) / 2) /(n(n+1) / 2) \leq$ $1+\left(2 k n-\left(k^{2}-k\right) / 2\right) /\left(n^{2}\right)$. Setting $k=c n$, we get $1+\left(2 c n^{2}-\left(c^{2} n^{2}-\right.\right.$ $c n) / 2) /\left(n^{2}\right)=1+\left(2 c-c^{2} / 2\right)+o(1)$.

Assume that we use the $7 / 6$-approximation for $\{1,2\}$-TSP given in [19], then we have $c=1 / 6$ and therefore a $1+(2 / 6-1 / 72)+o(1)=$ $95 / 72+o(1)$ approximation for the weight dependent TSP.

We can improve our results by considering the $\pi$ also in reverse order. Formally, for $\pi=\left(\pi_{1}, \ldots, \pi_{n}\right)$ we also consider the tour $\pi^{\prime}=\left(\pi_{1}, \pi_{n}, \ldots, \pi_{2}\right)$. One of these two tours has at least $k / 2$ edges of cost 2 at positions $1, \ldots, n / 2$ which gives, for the better of these tours, an addition to the optimum of at most

$$
k n / 2+k n / 4-2 \sum_{i=1}^{k / 2-1} i=k n / 2+k n / 4-k^{2} / 4+k / 2
$$

With $k=c n$ the approximation ratio is hence bounded by

$$
\begin{aligned}
& 1+\left(c n^{2} / 2+c n^{2} / 4-(c n)^{2} / 4+c n / 2\right) /\left(n^{2} / 2\right) \\
= & 1+1.5 c-c^{2} / 2+o(1)
\end{aligned}
$$

For $c=1 / 6$, this gives a ratio of $89 / 72+o(1)$.

We now extend these observations to the general case where the optimal solution can include edges of cost 2 . Let $\pi^{*}$ be an optimal solution for the classical $\{1,2\}$-TSP of $\operatorname{cost} O P T=n+u$. $\pi^{*}$ has exactly $u$ edges of cost 2 . An $\alpha=(1+c)$-approximation algorithm for the $\{1,2\}$-TSP produces a tour $\pi$ of TSP-cost at most $(1+c)(n+u)=n+c n+(1+c) u$ which has at most $k=c n+(1+c) u$ edges of cost 2 . Note $k \leq n$.

A lower bound on the value of an optimal solution for the 1 W $\operatorname{TSP}\{1,2\}$ is obtained by assuming that the $u$ edges of the optimal TSP tour appear at the beginning of the weighted TSP tour. Hence, we can bound the value of an optimal solution of $1 \mathrm{~W}-\mathrm{TSP}\{1,2\}$ by

$$
\sum_{i=1}^{n} i+\sum_{i=1}^{u} i=n(n+1) / 2+u(u+1) / 2
$$

We now estimate the weighted tour value of the approximate tour $\pi$ and its reversal $\pi^{\prime}$ more precisely. Recall that both tours contain at most $k=c n+(1+c) u \leq n$ edges of cost 2 . Each edge of cost 2 that adds an addition of cost $n \leq r \leq 1$ to $\pi$ (addition compared to $n(n+1) / 2)$, adds a cost of $n-r+1$ to $\pi^{\prime}$. Summing up, if all costs of edges of length 2 in $\pi$ cause an addition of $R$, then these edges produce an additional cost of $k(n+1)-R$ for $\pi^{\prime}$. In the worst case, $R$ is equal to $k(n+1) / 2$, which results in a worst-case cost of $(n(n+1)+k(n+1)) / 2$ for the better of the two options.

Compared to the above bound on the optimal solution, this results in an approximation ratio of at most:

$$
\begin{aligned}
& \frac{n(n+1)+k(n+1)}{n(n+1)+u(u+1)} \\
= & \frac{n(n+1)+c n^{2}+c n+(1+c) u+(1+c) u n}{n(n+1)+u(u+1)} \\
\leq & 1+c+(1+c) / 2 \leq 1.5 \alpha
\end{aligned}
$$

where the last step uses that $\frac{u n}{(n(n+1)+u(u+1))}$ is monotonically increasing in $u$ and attains its maximum for $u=n$. We summarize these results in the following theorem.

Theorem 4.1. Using an $\alpha$-approximation for \{1,2\}-TSP to compute a TSP tour $\pi$, $\pi$ or its reverse tour $\pi^{\prime}$ is a $1.5 \alpha$-approximation for the 1 -weighted $\operatorname{TSP}\{1,2\}$.

Using the (7/6)-approximation for the $\{1,2\}-\mathrm{TSP}$, we get a $1.75-$ approximation for the $1 \mathrm{~W}-\mathrm{TSP}\{1,2\}$.

## 5 RANDOMIZED SEARCH HEURISTICS

In this section, we consider randomized search heuristics for W-TSP. We start by investigating variants of randomized local search and examine the use of popular mutation operators traditionally used for the classical TSP. Afterwards, we examine EAX as a state-of-the-art solver for the TSP and its adaptation to weighted TSP.

### 5.1 Problem instances

We consider a rich set of artificially generated metric TSP instances with different integer node weights. The instance generation approach is performed in two steps. First, $n \in\{25,50,100,500,1000\}$ nodes are placed in the Euclidean plane (bounded to $[0,1000]^{2}$ ) utilizing different node placement generators. In this study we consider Random Uniform Euclidean (rue) placement, i.e., node


Figure 1: Examples of generated problem instances. Point size and color change with increasing node weight.

```
Algorithm 1: Randomized Local Search (RLS)
    Choose a permutation \(\pi\) of the given \(n\) cities uniformly at
    random.
    Produce \(\pi^{\prime}\) from \(\pi\) by mutation.
    If \(\mathcal{W}\left(\pi^{\prime}\right) \leq \mathcal{W}(\pi)\), set \(\pi:=\pi^{\prime}\).
    If not termination condition, go to 2 ).
```

coordinates are sampled uniformly at random within the bounding box. Moreover, we consider so-called netgen placement with two distinct clusters of points sampled from a bivariate Gaussian distribution around the cluster centers. Further, we consider tspgen placement. Here, points are initially placed according to rue placement and subsequently altered in an iterative manner by a sequence of mutation operations [5]. The second step deals with the assignment of node weights. Here we consider three different configurations as described in the following. Note that $w_{1}=1$ across all cases for the fixed start node $p=1$, whereas three different configurations are considered for $w_{i}$ (with $2 \leq i \leq n$ ):

- $C_{1}: w_{i}=d$ with $d \in\{0.0,0.1, \ldots, 1.0\}$,
- $C_{2}: w_{i} \in\{1, \ldots, d\}$ with $d \in\{2, \ldots, 10\}$ and
- $C_{3}: w_{i} \in\{0, \ldots, d\}$ with $d \in\{1,2, \ldots, 10\}$.

To account for randomness in node placement and weight assignment we generate ten instances for each combination, which add up to 45000 instances ${ }^{1}$ (see Fig. 1 for examples).

### 5.2 Performance of the RLS variants

We first consider randomized local search (RLS) shown in Algorithm 1. It starts with a permutation $\pi$ of the given $n$ cities chosen uniformly at random. In each iteration a new permutation $\pi^{\prime}$ is produced from the current permutation $\pi$ by a simple mutation. The new permutation $\pi^{\prime}$ replaces $\pi$ if its weighted tour length is not larger than the one of $\pi$. We investigate popular mutation operators for permutation problems in this context, namely inversion, exchange, and jump operations [22]. Inversion operators usually achieve a high performance for the classical symmetric TSP as it only results in the update of the cost of two edges in the cost function. For weighted TSP the situation is different as weighted tours are not symmetric and the question arises whether inversion is still

[^1]a good operator when considering weighted TSP. We run RLS with the three aforementioned mutation operators. Per instance, 30 independent runs are performed with a stopping condition of $1000 \cdot n$ function evaluations. The performance is measured as follows: let $\pi$ be the final solution of algorithm $A$ on instance $I$ and let $\pi^{*}$ be the best, i.e., shortest, tour found in all runs of all algorithms on I. We measure the performance as the relative deviation from $\pi^{*}$, i.e.,
\[

$$
\begin{equation*}
\operatorname{perf}(\pi)=\left(\frac{\mathcal{W}(\pi)}{\mathcal{W}\left(\pi^{*}\right)}-1\right) \cdot 100 \geq 0 \tag{1}
\end{equation*}
$$

\]

Note that this value is 0 if $\mathcal{W}(\pi)=\mathcal{W}\left(\pi^{*}\right)$. This measure allows to aggregate over instance sizes.

The results of our experiments comparing the three operators on the three instance classes $C_{1}, C_{2}$, and $C_{3}$ are shown in Table 1. Here we report the mean, standard deviation, the median and results of pairwise Wilcoxon-Mann-Whitney tests with Bonferroni $p$-value adjustment of the performance values defined in Eq. 1 split by class and $d$-value. It can be observed that the RLS variant using the inversion operation outperforms the other two variants for almost all settings. Comparing RLS using exchange operations with RLS using jump operations, we can see that jump operations are preferable over exchanges for the class $C_{1}$ whereas exchanges are preferable over jumps for the classes $C_{2}$ and $C_{3}$.

### 5.3 Performance of EAX

Next we investigate the adaptation of the evolutionary TSP solver EAX [17]. EAX is an evolutionary algorithm which uses a powerful edge assembly crossover operator to produce high-quality offspring individuals and a sophisticated population diversity mechanism. This algorithm has shown state-of-the-art performance in inexact TSP-solving in various studies [13, 14, 17]. We modified the algorithm to enable handling of node weights and consider two different fitness functions that guide the evolutionary search process: the classical TSP fitness function (ignoring node weights) and a fitness function based on the weighted TSP costs $\mathcal{W}(\pi)$. In the following we use the abbreviations EAX and W-EAX for brevity. Our main interest is the difference of tour lengths obtained by runs of EAX and W-EAX, respectively, depending on the structure of the weighted TSP instances under consideration.

We then performed ten independent runs on each instance with both fitness functions resulting in a total of 900000 experiments which were strongly parallelized on a high performance computing cluster. EAX was run with a time-limit of five seconds for instances

Table 1: Tabular values of mean (best values hightlighted in boldface ), standard deviation (std), median and results of pairwise statistical tests (stat). Results are split by instance classes $C_{1}, C_{2}, C_{3}$ and the value of $d$. The notation in the stat columns reads as follows: $X^{+}$indicates that the algorithm is significantly better with respect to the Wilcoxon Mann-Whitney test at a significance level of $\alpha=0.05$ than algorithm $X$.

| Class | $d$ | RLS[Exchange] (1) |  |  |  | RLS[Inversion] (2) |  |  |  | RLS[Jump] (3) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | mean | std | median | stat | mean | std | median | stat | mean | std | median | stat |
| $C_{1}$ | 0.0 | 104.06 | 76.33 | 67.01 |  | 4.35 | 3.46 | 3.45 | $1^{+}, 3^{+}$ | 42.93 | 18.75 | 43.64 | $1^{+}$ |
|  | 0.1 | 65.07 | 33.61 | 56.57 |  | 16.80 | 11.96 | 14.87 | $1^{+}, 3^{+}$ | 45.46 | 25.87 | 41.13 | $1^{+}$ |
|  | 0.2 | 64.11 | 33.34 | 55.08 |  | 17.98 | 12.70 | 16.07 | $1^{+}, 3^{+}$ | 49.37 | 28.32 | 45.35 | $1^{+}$ |
|  | 0.3 | 64.02 | 33.42 | 55.59 |  | 18.71 | 13.09 | 16.82 | $1^{+}, 3^{+}$ | 51.05 | 29.59 | 47.26 | $1^{+}$ |
|  | 0.4 | 64.14 | 33.59 | 56.07 |  | 18.96 | 13.29 | 16.93 | $1^{+}, 3^{+}$ | 52.20 | 29.96 | 48.74 | $1^{+}$ |
|  | 0.5 | 63.63 | 33.31 | 54.75 |  | 19.28 | 13.64 | 17.30 | $1^{+}, 3^{+}$ | 52.53 | 30.19 | 49.61 | $1^{+}$ |
|  | 0.6 | 63.35 | 33.37 | 54.87 |  | 19.23 | 13.58 | 17.27 | $1^{+}, 3^{+}$ | 53.06 | 30.34 | 49.91 | $1^{+}$ |
|  | 0.7 | 63.51 | 33.42 | 54.84 |  | 19.36 | 13.65 | 17.24 | $1^{+}, 3^{+}$ | 53.49 | 30.67 | 50.86 | $1^{+}$ |
|  | 0.8 | 63.57 | 33.76 | 54.33 |  | 19.69 | 13.78 | 17.75 | $1^{+}, 3^{+}$ | 53.59 | 30.69 | 50.69 | $1^{+}$ |
|  | $0.9$ | $63.56$ | $33.51$ | $54.66$ |  | $19.60$ | $13.81$ | 17.47 | $1^{+}, 3^{+}$ | 53.96 | 30.88 | 51.21 | $1^{+}$ |
|  | 1.0 | 63.80 | 33.49 | 55.59 |  | 19.87 | 13.91 | 17.89 | $1^{+}, 3^{+}$ | 54.12 | 31.01 | 51.69 | $1^{+}$ |
| $C_{2}$ | 2.0 | 61.57 | 31.99 | 54.80 |  | 21.90 | 15.07 | 19.86 | $1^{+}, 3^{+}$ | 62.10 | 36.99 | 57.16 |  |
|  | 3.0 | 59.51 | 29.71 | 53.82 | $3^{+}$ | 23.24 | 15.91 | 21.60 | $1^{+}, 3^{+}$ | $64.72$ | $37.78$ | 60.14 |  |
|  | 4.0 | 58.32 | 29.56 | 52.09 | $3^{+}$ | 23.88 | 16.18 | 22.25 | $1^{+}, 3^{+}$ | 66.73 | 38.96 | 62.06 |  |
|  | 5.0 | 57.19 | 28.54 | 52.56 | $3^{+}$ | 24.41 | 16.63 | 22.86 | $1^{+}, 3^{+}$ | 67.13 | 38.33 | 62.97 |  |
|  | 6.0 | 56.65 | 28.39 | 51.93 | $3^{+}$ | 24.73 | 16.69 | 23.52 | $1^{+}, 3^{+}$ | 67.95 | 39.00 | 63.89 |  |
|  | 7.0 | 55.71 | 28.24 | 51.30 | $3^{+}$ | 25.08 | 16.92 | 23.86 | $1^{+}, 3^{+}$ | 67.52 | 39.08 | 63.26 |  |
|  | 8.0 | 55.26 | 27.69 | 50.93 | $3^{+}$ | 25.09 | 16.86 | 23.89 | $1^{+}, 3^{+}$ | 68.20 | 38.69 | 64.59 |  |
|  | 9.0 | $55.07$ | $27.59$ | 50.13 | $3^{+}$ | 25.56 | 17.07 | 24.41 | $1^{+}, 3^{+}$ | 68.21 | 38.87 | 63.55 |  |
|  | 10.0 | 54.56 | 27.10 | 50.02 | $3^{+}$ | 25.18 | 17.16 | 23.90 | $1^{+}, 3^{+}$ | 68.40 | 38.82 | 64.13 |  |
| $C_{3}$ | 1.0 | 39.04 | 19.34 | 39.78 | $2^{+}, 3^{+}$ | 41.42 | 26.42 | 43.21 | $3^{+}$ | 62.55 | 32.41 | 62.50 |  |
|  | 2.0 | 44.24 | 21.58 | 43.80 | $3^{+}$ | 34.33 | 21.70 | 35.35 | $1^{+}, 3^{+}$ | $65.49$ | 34.24 | 64.71 |  |
|  | 3.0 | 46.26 | 22.64 | 45.26 | $3^{+}$ | 32.80 | 21.06 | 33.07 | $1^{+}, 3^{+}$ | 67.80 | 34.84 | 66.98 |  |
|  | 4.0 | 47.58 | 23.46 | 46.25 | $3^{+}$ | 31.08 | 19.97 | 31.53 | $1^{+}, 3^{+}$ | $68.87$ | 36.08 | 67.77 |  |
|  | 5.0 | 48.32 | 23.69 | 46.79 | $3^{+}$ | 30.02 | 19.39 | 30.05 | $1^{+}, 3^{+}$ | 69.28 | 36.56 | 67.93 |  |
|  | 6.0 | 48.55 | 24.43 | 46.12 | $3^{+}$ | 28.90 | 19.06 | 28.40 | $1^{+}, 3^{+}$ | 69.27 | 37.44 | 67.23 |  |
|  | 7.0 | $49.51$ | 24.38 | 47.72 | $3^{+}$ | 28.70 | 18.80 | 28.42 | $1^{+}, 3^{+}$ | 69.94 | 37.59 | 68.83 |  |
|  | 8.0 | 49.93 | 24.34 | 48.29 | $3^{+}$ | 29.07 | 19.02 | 28.85 | $1^{+}, 3^{+}$ | 70.23 | 37.19 | 68.23 |  |
|  | 9.0 | 50.45 | 24.28 | 48.58 | $3^{+}$ | 28.96 | 19.30 | 28.42 | $1^{+}, 3^{+}$ | 70.60 | 37.48 | 68.79 |  |
|  | 10.0 | 50.09 | 24.68 | 48.16 | $3^{+}$ | 28.50 | 18.73 | 28.17 | $1^{+}, 3^{+}$ | 70.22 | 37.74 | 68.05 |  |

with up to 100 nodes and three minutes for larger instances to keep the computational costs reasonable. These values may seem small at first glance, however, studies in [13] revealed that EAX is able to solve even large TSP instances - with thousands of nodes - to optimality within few seconds. Note that after completion of each run - regardless of the fitness function used internally as a driver - the final tour was evaluated by means of the weighted TSP fitness function. For evaluation we calculate the weighted tour length ratios, i.e., the weighted tour length obtained by EAX divided by the respective weighted tour length obtained by W-EAX for each instance and run. Note that values greater than 1 indicate an advantage of W-EAX over EAX. Fig. 2 shows the distributions of weighted tour length ratios separated by instance size, configuration and maximum weight $d$.

As expected we observed all ratios being greater than 1 with median values at about 1.15 across all combinations. Frequently, large outliers reached ratios up to 1.75 for instances with at least 100 nodes and even $>2.5$ for smaller $n$. However, in general, no patterns can be identified with respect to configuration or maximal node weight. The sole exception is configuration $C_{1}$ and $n \in\{25,50\}$ where we observe a slightly increasing trend in median ratios with increasing $d \in\{0.0,0.1, \ldots, 1.0\}$ (see top-left boxplots in Fig. 2). This trend vanishes for $n \geq 100$ as a high number of nodes already imposes a large cumulative weight when considering only a part of any tour. In contrast, comparing node placement, we observe strong differences. While the ratios are lowest when the nodes are
placed uniformly at random (rue), with values below 1.15 for large instances with at least 500 nodes, ratios become increasingly larger with increasing instance structure. For $n=1000$ nodes, ratios on tspgen instances go up to about 1.5 while on netgen instances with strongly segregated clusters - ratios reach values up to 1.8 with a median of about 1.2 . Hence, more than $50 \%$ of the ratios are higher than the maximal ratio in case of rue placement.

Fig. 3 shows exemplary tours obtained by EAX, W-EAX and - for comparison - RLS with inversion mutation. The tours are shown for four instances of class $C_{2}$ (top row) and class $C_{3}$ (bottom row). We can make the following observation: since the variation operator of EAX was not modified, the resulting tours of both EAX and W-EAX are free of crossings. However, for the weighted TSP, optimal tours do not necessarily need to avoid crossings. As for instance shown in the fifth column of Fig. 3 (top row), RLS often finds solutions with many crossings, resulting in much shorter tours than produced by both EAX variants.

Additionally, for the weighted TSP - in particular in the presence of segregated cluster structures - it is often beneficial that long edges are included early in the permutation, as a later consideration would be associated with (the burden of) a huge amount of accumulated node weights. Once again, this is observable in the fifth column of Fig. 3: RLS places long edges early in the tour to quickly reach the top left cluster (top row) or the isolated node (bottom row), and then leave it just as quickly again. In case of netgen instances an even stronger effect of long inter-cluster edges


Figure 2: Ratios between the best tour lengths found by classical TSP and weighted TSP function. Each instance was optimized with EAX - which internally used the weighted or classical TSP fitness function, respectively - and all resulting tours have been assessed using the weighted fitness. We show results for $n \in\{50,1000\}$ due to space limitations, but patterns for omitted data are similar.


Figure 3: This plot shows weighted TSP tours determined by EAX, W-EAX and RLS[Inversion], respectively, for four selected, yet representative problem instances. The start node $\pi_{1}=1$ is highlighted and the direction of the tour is indicated by arrows.
can be expected. Here, W-EAX manages - due to the weighted TSP fitness function - to cumulate less weight in the respective clusters before they are left in order to reach another cluster. This explains why ratios increase with increasing cluster segregation.

## 6 CONCLUSIONS

Motivated by different complex variants of the traveling salesperson problem, we have introduced the node weight dependent TSP called W-TSP which captures aspects of important complex TSP variants such as the time dependent TSP or the traveling thief problem. We have pointed out the relation of W-TSP to the TSP and how the weights on the nodes impact the structure of the problem. Our insights provided the tools for designing approximation algorithms for the metric version of the problem. Furthermore, we have shown that approximation algorithms for the $\{1,2\}$-TSP can be used as the basis for approximation algorithms for W-TSP when also considering the reverse tour. Our experimental studies
show that, on almost all considered settings and a wide range of instances, inversion mutation is superior to exchange and jump operators when adopted by randomized local search. Furthermore, experimental investigations on the state-of-the-art TSP solver EAX show that the weights lead to significantly different results when comparing W-TSP to the classical TSP. For future work, it would be interesting to study other state-of-the-art heuristics for the TSP and how to adapt them to W-TSP. In order to systematically judge the performance of such approaches, it would be highly beneficial to have efficient exact solvers for W-TSP.
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