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Abstract
The class of Euclidean unit disk graphs is one of the most fundamental and well-studied graph
classes with underlying geometry. In this paper, we identify this class as a special case in the
broader class of hyperbolic unit disk graphs and introduce strongly hyperbolic unit disk graphs as a
natural counterpart to the Euclidean variant. In contrast to the grid-like structures exhibited by
Euclidean unit disk graphs, strongly hyperbolic networks feature hierarchical structures, which are
also observed in complex real-world networks.

We investigate basic properties of strongly hyperbolic unit disk graphs, including adjacencies and
the formation of cliques, and utilize the derived insights to demonstrate that the class is useful for
the development and analysis of graph algorithms. Specifically, we develop a simple greedy routing
scheme and analyze its performance on strongly hyperbolic unit disk graphs in order to prove that
routing can be performed more efficiently on such networks than in general.
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1 Introduction

Studying networks in terms of graph classes based on certain properties is a fundamental
tool in graph theory. Instead of having to consider all possible graphs, we can focus on the
ones in a certain class, which allows us to get a more fine-grained understanding of their
structural properties and the complexity of graph problems. Additionally, it facilitates the
development of more efficient algorithms that are tailored towards the characteristics of the
considered networks.

Different classes can be utilized in different contexts. For example, the characteristics of
wireless communication networks are captured naturally in Euclidean unit disk graphs [6, 15],
i.e., graphs where vertices can be identified with disks of equal size in the Euclidean plane
and any two are adjacent if and only if their disks intersect. In this paper, we use the
following formalization. Let G = (V, E) be an undirected graph. A (Euclidean) unit disk
representation of G is a mapping ϕ : V → R2 together with a threshold radius R such that
{u, v} ∈ E if and only if the distance between ϕ(u) and ϕ(v) is at most R. Then, the graph G
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13:2 Strongly Hyperbolic Unit Disk Graphs

is a (Euclidean) unit disk graph if it has a unit disk representation. In such graphs, the
generally NP-complete problem of finding a maximum clique can be solved in polynomial
time [6, 24], and routing can be performed more efficiently than in general graphs [16].

In this paper, we study a related graph class where the Euclidean ground space is replaced
with the hyperbolic plane. The result is a generalization of the Euclidean variant, containing
networks with a broader range of structural properties. Formally, a graph G is a hyperbolic
unit disk graph, if there exists a hyperbolic unit disk representation ϕ : V → H2 together with
a threshold radius R, such that {u, v} ∈ E, if and only if the hyperbolic distance between the
vertex representations is at most dH2(ϕ(u), ϕ(v)) ≤ R. We note that the threshold radius R

is part of the representation and can thus depend on the graph. The choice of R does not
matter in Euclidean space, as scaling R and all coordinates ϕ(·) by the same factor yields
the same adjacencies. In contrast, there is no scaling operation in the hyperbolic plane
that leaves relative distances intact.1 As a result, the size of the considered region and the
threshold radius do have an impact on the structure of the graphs in the hyperbolic setting.

To understand this effect, which is visualized in Figure 1, first consider some region, say
a disk D of radius R′, in the Euclidean plane and assume we distribute vertices evenly in D.
Then the resulting Euclidean unit disk graph resembles a grid-like structure (with a density
depending on the threshold radius R and the radius R′ of D). That is, in the sparse setting,
we only find small cliques, while separators and treewidth as well as the diameter are large,
and we observe a homogeneity among the vertices, in the sense that all neighborhoods feature
similar characteristics. Essentially, as in a grid, the graph looks the same no matter from
which vertex it is viewed.

As the hyperbolic plane resembles the Euclidean plane locally, we can achieve the same
grid-like structures by choosing a very small radius R′ and an even smaller threshold radius R

(Figure 1 (left)). In fact, by scaling the Euclidean unit disk representation of a graph into a
sufficiently small region, we can realize the same adjacencies in the hyperbolic plane and
obtain the following.

▶ Theorem 1. Every Euclidean unit disk graph is a hyperbolic unit disk graph.

Beyond that, we can increase the radii R′ and R. Then, the grid-like structures start to
vanish and hierarchical structures begin to form (Figure 1 (center)). Eventually, we reach
the strongly hyperbolic setting where only hierarchical and no grid-like structures remain
(Figure 1 (right)). There, vertices are rather heterogeneous, with respect to their degree and
what neighborhoods look like. The diameter is small, while large cliques can form. We note
that the treewidth is also large, just as in grid-like graphs. However, in hierarchical graphs
this is an artifact of the large cliques, while in grid-like graphs we observe large treewidth
despite the fact that only small cliques form. In hierarchical networks vertices connect via
hubs, which connect via larger hubs, and so on. The hubs explicitly exhibit the hierarchy in
the graph structure. As a result, the graph looks very different when viewed from vertices on
different levels in the hierarchy.

Formally, we say that a graph is a strongly hyperbolic unit disk graph if it admits a
hyperbolic unit disk representation in which ϕ maps all vertices to points within a disk whose
radius matches the threshold (R′ = R). For better understanding, we recommend using the
interactive visualization2, which lets the user change the size of the ground space, allowing
to smoothly transition between Euclidean and strongly hyperbolic unit disk graphs.

1 Under the common assumption that the curvature is −1, such a scaling operation does not exist. The
term “unit disk” is still justified as we could instead fix R = 1 and allow for different curvatures.

2 https://thobl.github.io/hyperbolic-unit-disk-graph/

https://thobl.github.io/hyperbolic-unit-disk-graph/
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R′ = 8.5 R = R′,R′ = 4.9 R = R′/2,R′ = 0.001 R = R′/5,

Figure 1 Hyperbolic unit disk graphs with different ground space and threshold radii. The
representations have been scaled such that the ground spaces appear to have the same size, while
their actual sizes are denoted by R′. (Left) The ground space is very small and the threshold
radius even smaller, leading to grid-like structures. (Center) Ground space and threshold radius
are increased, hierarchies start form but grid like structures remain. (Right) Ground space and
threshold have the same large value, leading to hierarchical structures.

To paint the big picture, hyperbolic unit disk graphs comprise two extremes: Euclidean
unit disk graphs with grid-like structures on one side and strongly hyperbolic unit disk
graphs with hierarchical structures on the other. Therefore, if we want to design algorithms
for grid-like structures, it makes sense to analyze them on Euclidean unit disk graphs. For
hierarchical structures, strongly hyperbolic unit disk graphs are a good choice.

Related Concepts

To the best of our knowledge, intersection graphs of hyperbolic unit disks, or hyperbolic
unit balls, have so far only been considered by Kisfaludi-Bak [17]. There, for every ρ > 0,
a graph is said to be in the graph class UBGHd(ρ) (UBG = unit ball graph) if its vertices
can be mapped into Hd such that vertices have distance at most 2ρ if and only if they are
adjacent. There are two core differences compared to our definition of hyperbolic unit disk
graphs. First, it allows for higher dimensions. Secondly, it is parameterized by the radius,
i.e., UBGHd(ρ) describes an infinite family of graph classes rather than a single class.

This second difference is somewhat subtle but rather important. Consider the class
UBGHd(ρ) for a fixed radius ρ. Moreover, assume we want to study graphs in UBGHd(ρ)
that are sparse; for the sake of argument, assume constant average degree. Then, for an
increasing number of vertices n, the region of Hd spanned by the vertices has to grow, as
otherwise the density of the graph grows with n. Thus, for sufficiently large n, the radius ρ is
arbitrarily small compared to the region spanned by the vertices, yielding grid-like structures
(see discussion above). Thus, for fixed ρ, large graphs in UBGHd(ρ) are grid-like rather
than hierarchical. This means that asymptotic statements for the classes UBGHd(ρ) do not
translate to the hierarchical structures in the class of strongly hyperbolic unit disk graphs.

A second related concept are hyperbolic random graphs [18], which are basically random
strongly hyperbolic unit disk graphs. A hyperbolic random graph is obtained by assigning
each vertex a random point in a disk of radius R ≈ 2 log(n) and connecting two vertices if
and only if their distance is at most R. This yields graphs that resemble certain real-world
networks, as they have small diameter, high clustering, and a power-law degree distribution
whose exponent can be adjusted using the probability distribution of the vertex positions.

STACS 2023



13:4 Strongly Hyperbolic Unit Disk Graphs

This is not the case for graphs in UBGHd(ρ) as the connection radius cannot increase with
the graph size. Nevertheless, every hyperbolic random graph is a strongly hyperbolic unit
disk graph and thus any statement shown for the latter also holds for the former.

Hyperbolic random graphs have also been studied in a noisy setting, where, with some
small probability, distant vertices are adjacent and close vertices are not adjacent. Similarly,
Kisfaludi-Bak [17] also studies a noisy variant of the class UBGHd(ρ). It would be interesting
to also study (strongly) hyperbolic unit disk graphs in a noisy setting. This is, however,
beyond the scope of this paper and left for future research.

Contribution

Beyond the generalization of Euclidean unit disk graphs to hyperbolic unit disk graphs,
we identify strongly hyperbolic unit disk graphs as a natural counterpart to the Euclidean
special case and provide the first insights into their structural and algorithmic properties.
In particular, we study fundamental criteria relating the coordinates of vertices to their
adjacency and investigate the formation of cliques (Section 2). Using these insights, we follow
up on prior empirical efforts towards understanding how an underlying hyperbolic geometry
facilitates efficient routing on internet-like networks [4, 21], and utilize strongly hyperbolic
unit disk graphs to obtain theoretical performance guarantees, proving that routing in such
networks can be performed more efficiently than in general (Section 3). While similar results
have been obtained on the grid-like Euclidean unit disk graphs [16], our analysis covers
networks with hierarchical structures. In particular, it includes hyperbolic random graphs,
which are used to represent real-world complex networks like the internet [4], where routing
plays an important role. By developing a simple routing scheme, which is interesting in its
own right, we show that greedy routing on such graphs can be performed with a stretch of
at most 3, while asymptotically almost surely requiring at most O(log4 n) bits of storage
per vertex and taking O(log2 n) time per routing decision. We note that some proofs are
deferred to the full version of the paper [3].

2 Strongly Hyperbolic Unit Disk Graphs

Throughout the paper we consider the polar-coordinate model of the hyperbolic plane H2.
There, we have a designated pole O ∈ H2, together with a polar axis, i.e., a reference ray
starting at O. A point p is identified by its radius r(p), denoting the hyperbolic distance
to O, and its angle φ(p), denoting the angular distance between the polar axis and the
ray from O through p. In our figures we interpret these values as polar coordinates in the
Euclidean plane. The disk of radius R centered at p is denoted by DR(p). When p = O we
simply write DR. The hyperbolic distance between points p and q is given by

dH2(p, q) = acosh
(

cosh
(
r(p)

)
cosh

(
r(q)

)
− sinh

(
r(p)

)
sinh

(
r(q)

)
cos

(
∆φ(p, q)

))
, (1)

where cosh(x) = (ex + e−x)/2, sinh(x) = (ex − e−x)/2, and ∆φ(p, q) = π − |π − |φ(p) − φ(q)||
denotes the angular distance between p and q. Without loss of generality, we assume that
the representation ϕ of a strongly hyperbolic unit disk graph maps the vertices into a disk of
radius R that is centered at O. For the sake of readability, we typically associate a vertex v

with its mapping ϕ(v) and denote the set of vertices lying in a region A ⊆ DR with V (A).
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O p1 p2

p

DR(p2)
DR(p1)

DR(p)

DR

Figure 2 Visualization of the proof of Lemma 2. Point p1 has a smaller radius than p2, both having
the same angular coordinate. Consequently, DR(p1) (green region) is a superset of DR(p2) ∩ DR

(blue region). The triangle formed by the points p, p2, and O is contained in DR(p) (both red).

2.1 Adjacency
Similar results to the ones described in this subsection have been determined on hyperbolic
random graphs before (see, e.g., [13]). Here we verify under which requirements they also
hold on strongly hyperbolic unit disk graphs. By definition, two vertices in a strongly
hyperbolic unit disk graph G are adjacent, if and only if their hyperbolic distance is at
most R. Consequently, we can imagine that each vertex v is equipped with a neighborhood
disk DR(v). That is, N(v) = V (DR(v)). The following lemma shows that moving such a
neighborhood disk closer to the center of DR only increases the region of DR that it covers.

▶ Lemma 2. Let R be a radius and let p1, p2 ∈ DR be points with r(p1) ≤ r(p2) and
φ(p1) = φ(p2). Then, DR(p1) ⊇ DR(p2) ∩ DR.

Proof. Let p ∈ DR(p2) ∩ DR be a point and note that dH2(p, p2) ≤ R. Now consider the
triangle spanned by the points p, p2, and the origin O. This triangle is completely contained
in the disk DR(p), as dH2(p, p2) ≤ R and r(p) ≤ R, as shown in Figure 2. Since disks are
convex and p1 lies on the line from O to p2, it is part of the triangle and therefore also
contained in the disk. Consequently, dH2(p, p1) ≤ R and thus p ∈ DR(p1). ◀

Consequently, moving a vertex towards the center does not decrease its neighborhood.

▶ Corollary 3. Let G be a strongly hyperbolic unit disk graph with radius R and let v1, v2 be
vertices with r(v1) ≤ r(v2) ≤ R and φ(v1) = φ(v2). Then, N(v1) ⊇ N(v2).

In the following, we investigate in greater detail under which circumstances two vertices
are adjacent. Consider two vertices v1 and v2 in G with radii r1 and r2, respectively. Clearly,
the two are adjacent if r1 + r2 ≤ R. When r1 + r2 > R, the hyperbolic distance between
them depends on their angular distance ∆φ(v1, v2). More precisely, for vertices of fixed radii,
increasing the angular distance also increases the hyperbolic distance. Let θ(r1, r2) denote
the angular distance, such that the hyperbolic distance between v1 and v2 is exactly R. That
is, for ∆φ(v1, v2) ≤ θ(r1, r2) we have dH2(v1, v2) ≤ R, meaning v1 and v2 are adjacent. We
can compute θ(r1, r2) by using the hyperbolic distance function in Equation (1), setting the
distance equal to R, and solving for the angular distance. That is,

θ(r1, r2) = acos
(

cosh(r1) cosh(r2) − cosh(R)
sinh(r1) sinh(r2)

)
. (2)

Tight asymptotic bounds on θ(r1, r2) have been derived before [19, Lemma 3.2]. The
following lemma holds for all R > 0.

STACS 2023



13:6 Strongly Hyperbolic Unit Disk Graphs

▶ Lemma 4. Let R > 0 and r1, r2 ∈ (0, R] with r1 + r2 ≥ R be given. Then,

2
√

eR−r1−r2 + e−R−r1−r2 − (e−2r1 + e−2r2) ≤ θ(r1, r2) ≤ π
√

eR−r1−r2 .

We note that, while the above bounds are easier to work with than the exact function
and are generally applicable due to the few constraints on the considered radii, the lower
bound is still a bit tedious to work with. However, by introducing some minor requirements,
we can obtain a slightly weaker bound that can be worked with more easily.

▶ Corollary 5. Let R ≥ 1 and r1, r2 ∈ (0, R] with r1 + r2 ≥ R and |r1 − r2| ≤ R − 1 be given.
Then,

√
eR−r1−r2 ≤ θ(r1, r2) ≤ π

√
eR−r1−r2 .

Apart from the above bounds, we highlight another property of the function θ(r1, r2), for
the special case where r1 = r2.

▶ Lemma 6. The function θ(r, r) is monotonically decreasing for r ≥ 0.

2.2 Cliques
In the following, we examine how the underlying geometry affects the formation of cliques.
We start by showing that the vertices lying in DR(p), having smaller radius than p, form
two cliques. More precisely, we say that a vertex set S ⊆ V can be covered by k cliques, if
there exists a partitioning S1, . . . , Sk of S such that the induced subgraphs G[Si] for i ∈ [k]
are cliques.

▶ Lemma 7. Let G be a strongly hyperbolic unit disk graph with radius R > 0 and let p ∈ DR

be a point with r(p) = r. Then, V (DR(p) ∩ Dr) can be covered by two cliques.

Proof. Assume without loss of generality that φ(p) = 0. We divide the region DR(p) ∩ Dr

into two halves A and A′ containing all points with angles in [0, π) and [π, 2π), respectively,
as illustrated in Figure 3 (left). The goal now is to show that the vertices in V (A) and the
ones in V (A′) induce a clique. More precisely, we show that this is the case for A. For
symmetry reasons this then also holds for A′. Consider two vertices v1, v2 ∈ A and assume
without loss of generality that φ(v1) ≤ φ(v2). Since v2 ∈ A ⊆ DR(p) and since by Lemma 2
moving DR(p) towards the origin increases the region of DR that it covers, we know that v2 is
contained in the disk DR(p′) for p′ = (r(v1), 0) (dark green in Figure 3 (left)). It follows that
dH2(p′, v2) ≤ R. Note that v1 has the same radius as p′ and that ∆φ(p′, v2) ≥ ∆φ(v1, v2).
As established above, decreasing the angular distance between two points with fixed radii
decreases their hyperbolic distance. Therefore, dH2(v1, v2) ≤ dH2(p′, v2) ≤ R, meaning v1
and v2 are adjacent. ◀

We note that the above lemma implies that for a vertex v, the neighbors with smaller
radius than v form two cliques. We continue by investigating the number of cliques required
to cover a strongly hyperbolic unit disk graph.

▶ Lemma 8. Let G be a strongly hyperbolic unit disk graph with radius R > 0. Then, G can
be covered by max{2π

√
2, 2πeR/2} cliques.

Proof. To prove the claim, we utilize the underlying geometry by covering the ground
space DR with a set of k disks D1, . . . , Dk, such that each V (Di) for i ∈ [k] can be covered
by two cliques. All of these disks have radius R and their centers lie on the boundary of
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p
p′

DR Dr
DR(p)

DR(p
′)

O

A

DR(p) ∩ Dr

v2
v1

DR O
D1

D2

D3

Dk

2θ(R,R)

Dk−1

Figure 3 Covering strongly hyperbolic unit disk graphs with cliques. (Left) Visualization of
the proof of Lemma 7. Vertices v1, v2 (blue) are in the half A (orange) of the region DR(p) ∩ Dr

(red) and are adjacent. (Right) Visualization of the proof of Lemma 8, showing five of the k disks
D1, . . . , Dk (blue) and the angular distance between two consecutive centers (green).

the disk DR. The center of the first disk has an angular coordinate of 0. All other disks Di

are placed at an angular distance of 2θ(R, R) to their predecessor Di−1 in counterclockwise
direction. See Figure 3 (right) for an illustration. As a consequence, the boundaries of two
consecutive disks intersect on the boundary of DR, which is therefore covered completely by
the k disks. It follows that each vertex is contained in at least one disk Di.

Since by Lemma 7 each V (Di) for i ∈ [k] can be covered by two cliques, it suffices to
show that k ≤ max{π

√
2, πeR/2} in order to finish the proof. To this end, recall that two

consecutive disks are placed at an angular distance of 2θ(R, R). Consequently, it takes
k = 2π/(2θ(R, R)) = π/θ(R, R) disks to cover the whole disk DR. Using Lemma 4 we can
conclude

θ(R, R) ≥ 2
√

e−R + e−3R − 2e−2R = 2
√(

e−R/2 − e−3/2·R
)2 = 2e−R/2(1 − e−R).

It follows that k can be bounded by

k = π

θ(R, R) ≤ π

2e−R/2 (1 − e−R)
= πeR/2 · 1

2 (1 − e−R) . (3)

We now distinguish between two cases depending on the size of R and start with R < log(2).
Recall that the function θ(R, R) is monotonically decreasing in R (see Lemma 6). As a
consequence, we have θ(R, R) ≥ θ(log(2), log(2)). Then, it follows that

k ≤ π

θ(log(2), log(2)) ≤ πelog(2)/2 1
2

(
1 − e− log(2)

) = π
√

2,

which we account for with the first part of the maximum. When R ≥ log(2), note that we
have (1 − e−R) ≥ 1/2. Consequently, we can bound the last fraction in Equation (3) by 1,
which yields the claim. ◀

3 Routing in Strongly Hyperbolic Unit Disk Graphs

Throughout the remainder of the paper, we utilize strongly hyperbolic unit disk graphs to
investigate the performance of routing on networks with underlying hyperbolic geometry.
This is not only interesting since routing is one of the most fundamental graph problems,
but is also particularly relevant on complex networks like the internet, which has previously
been observed to fit well into the hyperbolic plane [4].
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13:8 Strongly Hyperbolic Unit Disk Graphs

While finding a path between two vertices in an undirected network is typically rather
simple, the internet is decentralized and does not allow for the use of a central data structure.
Instead each vertex can only use local information to perform a routing decision, i.e., the
decision to which vertex information is forwarded next such that it eventually reaches the
target. This situation is further complicated by the fact that the internet consists of billions
of vertices. In order to be able to handle a network of this scale, a routing scheme has to be
optimized with respect to three criteria: the space requirement (the amount of information
that the scheme uses to forward information), the query time (the time it takes to make a
routing decision), and the stretch (how much longer the routed path is compared to a shortest
path in the network, where the length of a path denotes the number of contained edges).
Formally, a path between two vertices has multiplicative stretch c ≥ 1 if it is at most c times
longer than a shortest path between them. An additive stretch of ℓ denotes that the routed
path contains at most ℓ more vertices than a shortest path. A multiplicative stretch c with
additive bound ℓ denotes that the routed paths have stretch c or additive stretch ℓ. Note
that this implies a multiplicative stretch of max{c, 1 + ℓ}.

There is a long line of research on how to obtain efficient routing schemes with respect to
these criteria, together with tight bounds on the trade-offs that have to be made to optimize
one criterion over another. In particular, it was shown that routing with a multiplicative
stretch of c ≥ 1 requires a total storage of Ω(n1+1/(2c+4)) bits in general graphs [23]. We
refer to the full version of the paper for a comprehensive overview of related work [3].

In the following, we combine standard techniques in routing to obtain a simple routing
scheme and analyze its performance on strongly hyperbolic unit disk graphs. For the special
case of hyperbolic random graphs, a graph model that is used to represent complex networks
like the internet [18], it improves below the above mentioned performance lower bounds.

3.1 Greedy Routing Scheme
A standard approach to routing in a decentralized setting is greedy routing, where the idea is
to always forward a message to a neighbor of a vertex that is closer to the target.3 When
designing a greedy routing scheme, we therefore need to compute distances between vertices
and select a suitable neighbor with respect to these distances. For a graph G = (V, E)
let d : V × V → R≥0 be a semi-metric on G. That is, for all s, t ∈ V we have d(s, t) ≥ 0,
d(s, t) = 0 if and only if s = t, and d(s, t) = d(t, s). We say that a greedy routing scheme
routes with respect to d, if at s a message to t is forwarded to a neighbor v of s where
d(v, t) < d(s, t). Depending on d such a neighbor may not exist and the message cannot be
forwarded, which is called starvation. In contrast, a routing scheme with guaranteed delivery
is called starvation-free and it is known that greedy routing is starvation-free, if at every
vertex s ̸= t there is a neighbor v with d(v, t) < d(s, t) (see e.g. [28]). Moreover, we say
that d is integral if it maps to the natural numbers, i.e., d : V × V → N. Note that, if d is
integral and routing with respect to d is starvation-free, the distance to the target decreases
by at least one in each step. Thus, the length of the routed path between s and t is bounded
by d(s, t). When this is the case, we say that routing with respect to d is d-bounded.

Given a connected graph G, a natural choice for determining a distance between s and t

is to use the length of a shortest path between them, which we denote with dG(s, t). Routing
with respect to dG is starvation-free and yields perfect stretch. However, dG cannot be
computed while simultaneously keeping the required space and query time low [12]. Therefore,

3 The term greedy often refers to routing to a neighbor closest to the target. For us closer is sufficient.
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we relax the constraint on routing with respect to exact graph distances and use upper
bounds instead. This can be achieved by taking a subgraph G′ of G and routing on G with
respect to dG′ . The stretch of the resulting routing scheme depends on how well the distances
in G′ approximate the distances in G. Unfortunately, finding a subgraph with good stretch is
hard in general [5, 22]. However, instead of routing with respect to the distances in a single
subgraph, we can combine the distances in multiple subgraphs. To obtain a good stretch,
it then suffices to find low-stretch subgraphs for small parts of the graph. To formalize
this, we use a (c, ℓ, k)-graph-cover C of G, which is a collection of subgraphs of G, such that
for all s, t ∈ V there exists a connected subgraph G′ in C with dG′(s, t) ≤ c · dG(s, t) or
dG′(s, t) ≤ dG(s, t) + ℓ, and every vertex v ∈ V is contained in at most k graphs in C. We
say that C has multiplicative stretch c with additive bound ℓ. For two vertices s and t we
define dC(s, t) = minG′∈C dG′(s, t).

▶ Lemma 9. Let G be a graph and let C be a (c, ℓ, k)-graph-cover of G. Then, greedy routing
on G with respect to dC has multiplicative stretch c with additive bound ℓ.

To show that dC can be computed efficiently, we use distance labeling schemes [11]. Such
a scheme implements a semi-metric d by assigning each vertex a distance label, such that for
two vertices s, t we can compute d(s, t) by looking at their distance labels only. The label
size of a distance labeling scheme denotes the maximum number of bits required to represent
the label of a vertex. The query time denotes the time it takes to compute d using the labels.
Given a graph-cover C, a distance labeling scheme that implements dC can be obtained by
combining distance labeling schemes for the contained subgraphs.

▶ Lemma 10. Let G be a graph and let C be a (c, ℓ, k)-graph-cover of G such that for every
G′ ∈ C there exists a distance labeling scheme that implements dG′ with label size λ and
query time q. Then, there exists a distance labeling scheme for G that implements dC with
label size O(k(λ + log k + log n)) and query time O(kq).

In order to perform a routing decision efficiently, we want to avoid performing a linear
search over all neighbors. To this end, we need to be able to identify a neighbor directly,
which can be done by assigning each neighbor v of s a unique port ps(v) : N(s) → {1, . . . , n}.
Finding a neighbor of s that is closer to a target t with respect to a semi-metric d then
boils down to determining the corresponding port. To this end, we can use a port labeling
scheme that implements d. Such a scheme assigns each vertex in a graph a port label such
that we can determine the port of a neighbor of s that is closer to t with respect to d, by
only looking at the port labels of s and t. The corresponding label sizes and query times are
defined analogous to how they are defined for distance labels.

Given a graph-cover C, we can combine distance and port labels of the subgraphs in the
cover, to obtain a port labeling scheme that implements dC .

▶ Lemma 11. Let G be a graph and let C be a (c, ℓ, k)-graph-cover of G such that for every
G′ ∈ C there exist distance and port labeling schemes that implement dG′ with label size λ

and query time q. Then, there exists a port labeling scheme for G that implements dC with
label size O(k(λ + log k + log n)) and query time O(kq).

We are now ready to combine the above results to obtain our greedy routing scheme. To
this end, we need to find (c, ℓ, k)-graph-covers with small values for c, ℓ, and k, as well as
distance and port labeling schemes with small label sizes and query times, as all of these
properties affect the performance of the routing scheme. While distance labeling schemes
require large labels in general graphs [11], better results can be obtained by restricting
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the graph-cover to only contain trees as subgraphs. Such a cover is then called tree-cover.
Tree-covers are standard in routing [1, 2, 8, 9, 14, 26, 27], and while it is known that greedy
routing with respect to dC for a (c, ℓ, k)-tree-cover C is starvation-free (see e.g., [14]), we also
know that the resulting routing scheme has stretch c with additive bound ℓ due to Lemma 9.
Moreover, for trees there are distance and port labeling schemes with O(log2 n) bit labels
and constant query time [10, 27]. Together with Lemma 11 we obtain the following theorem.

▶ Theorem 12. Given a (c, ℓ, k)-tree-cover of a graph G, greedy routing on G can be
implemented such that the routing scheme is starvation-free, has stretch c with additive bound
ℓ, stores O(k(log2 n + log k)) bits at each vertex, and takes O(k) time for a routing decision.

To complete our scheme, we propose an algorithm that computes a tree-cover with
bounded stretch. It is an adaptation of an algorithm previously used to compute graph
spanners [7]. We start with the following lemma, describing a situation that is exploited by
our algorithm.

▶ Lemma 13. Let G = (V, E) be a graph, u, v ∈ V , and let H be an induced subgraph
that contains all vertices on a shortest uv-path P in G. Let T be a partial shortest-path
tree in H rooted at t that contains u and v. Then, for every vertex w in T that lies on P ,
dT (u, v) ≤ dG(u, v) + 2dH(t, w).

Consider the setting as in the above lemma, let w be chosen such that dH(t, w) is minimal
and let ξ = 2dH(t, w)/dG(u, v). Then, it holds that dT (u, v) ≤ (1 + ξ)dG(u, v). That is, T

has stretch (1 + ξ). The following algorithm computes a tree-cover with the same stretch.
Let G be the input graph. The algorithm operates in phases, starting with phase 0. For

each phase i, we define a radius ri = bi, for a base b > 1. Then, for a > 0, we choose a vertex t

in the current graph and compute the partial shortest-path tree with root t containing all
vertices with distance at most (1 + a)ri from t. Afterwards, we delete all vertices with
distance at most ri to t from the current graph. This is iterated until all vertices are deleted.
Afterwards, phase i is done and we restore the original input graph G before starting phase
i + 1. This process is stopped, once the whole graph is deleted after processing the first tree
in a phase. The output of the algorithm is the set of all trees computed during execution.
Since the algorithm produces tree-covers of networks, we call it Proton.

Note that Proton has several degrees of freedom. We can choose the parameters a > 0
and b > 1, as well as the order in which the roots of the partial shortest-path trees are
selected. The following lemma holds independent of the root selection strategy.

▶ Lemma 14. The tree-cover computed by Proton has stretch (1 + 2b/a) with additive
bound 2.

Proof. Let C be the tree-cover computed by Proton, let G = (V, E) be the input graph,
and let u ≠ v ∈ V be two arbitrary vertices. We have to show that C contains a tree T that
includes u and v such that dT (u, v) ≤ (1 + 2b/a)dG(u, v) or dT (u, v) ≤ dG(u, v) + 2.

Let i be minimal such that dG(u, v) ≤ ari. Assume for now that Proton did not stop
before phase i; we deal with the other case later. As phase i continues until all vertices are
deleted, at one point a vertex w on a shortest uv-path in G is deleted. Let H be the current
graph before that happens for the first time and let T be the partial shortest-path tree
computed in H rooted at t. To show that T is the desired tree, we aim to apply Lemma 13.

First note that H is an induced subgraph of G that contains all vertices on a shortest
uv-path of G. Moreover, T contains u and v for the following reason. As w is deleted, we
have that dH(t, w) ≤ ri. Moreover, as w lies on a shortest uv-path, the distance from w
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to either u or v cannot exceed dH(u, v) = dG(u, v). Thus, by the triangle inequality and
the above choice of i, we have dH(t, u) ≤ dH(t, w) + dH(w, u) ≤ ri + ari = (1 + a)ri, which
implies that u is a vertex of T . Analogously, v is also contained in T .

With this, we can apply Lemma 13, yielding stretch (1 + ξ) for ξ = 2dH(t, w)/dG(u, v).
To bound ξ, recall that we chose i minimal such that dG(u, v) ≤ ari. Thus, if i > 0, then
dG(u, v) > ari−1 = a

b ri. Together with the fact that dH(t, w) ≤ ri, we obtain ξ ≤ 2 b
a , as

desired. In the special case that i = 0 we have ri = 1 and therefore dH(t, w) ≤ 1. Thus,
Lemma 13 directly yields dT (u, v) ≤ dG(u, v) + 2, which is covered by the additive bound 2.

Finally, we assumed above that Proton did not stop before phase i and it remains to
consider the case where it stops in phase j < i. In this case, let T be the tree we get in
phase j, which includes all vertices of G. Let t be the root of T . As all vertices have distance
at most rj from t, we get dT (u, v) ≤ 2rj . Moreover, as i was chosen minimal such that
dG(u, v) ≤ ari, we have dG(u, v) > arj . Together with the previous inequality, this gives a
stretch of 2/a, which is smaller than the desired (1 + 2b/a), as b > 1. ◀

3.2 Performance on Strongly Hyperbolic Unit Disk Graphs
While Proton computes a (c, ℓ, k)-tree-cover with bounded stretch, the value k, i.e., the
maximum number of trees that a vertex is contained in, depends on the structure of the
considered graph. In the following, we show that k is small on networks with an underlying
hyperbolic geometry. In our analysis, we consider the radially increasing root selection
strategy that selects the vertices in order of increasing distance to the origin of the hyperbolic
plane, and prove the following theorem. There, diam(G) denotes the diameter of G, i.e., the
length of the longest shortest path in G.

▶ Theorem 15. Let G be a strongly hyperbolic unit disk graph with radius R > 0. Given
the disk representation of G, a > 0, and b > 1, the Proton algorithm with the radially
increasing root selection strategy computes a (c, ℓ, k)-tree-cover of G with

c = 1 + 2b/a, ℓ = 2 , and k = πe

(
1 + a

b − 1 (b2 diam(G) − 1)R + 2 (logb(diam(G)) + 2)
)

.

First note that the correctness of the claimed stretch immediately follows from Lemma 14.
However, bounding k is more involved. To that end, we first compute an upper bound that
holds for a given phase and afterwards sum over all phases.

Consider the roots of the partial shortest-path trees that contain a vertex v in a given
phase, which we refer to as the roots of v. We partition the hyperbolic disk into radial bands
and compute an upper bound on the number of roots of v in each band, see Figure 4 for an
illustration. We then utilize two key ingredients. First, since v is contained in the partial
shortest-path trees of its roots, the length of the path between v and a root is bounded, and
so is the angular distance between them. Consequently, all roots in a band lie in a bounded
angular interval (blue areas in Figure 4). Secondly, roots cannot be adjacent as they would
otherwise delete each other, which means that the hyperbolic distance between them has to
be sufficiently large. For roots in the same band, this can only be achieved if their angular
distance is large. Consequently, each root in a band reserves a portion of the angular interval
(red areas in Figure 4) that no other root can lie in, from which we can derive an upper
bound on the number of roots that lie in the band.

The following lemma bounds the angular distance between a vertex u and another
vertex uk, assuming that there exists a path of length k between them that consists only of
vertices whose radius is not smaller than the one of u. In particular, this applies to roots
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R/2
v

Figure 4 The hyperbolic disk is divided into radial bands. The roots (black vertices) of v (red
dot) in a band lie in an angular interval Φ of bounded width (blue). Each root reserves a portion of
that interval (red) that no other root can lie in. All vertices with radius at most R/2 are removed
after processing the first root.

of v: In a given phase, the length of the paths considered in the partial shortest-path trees is
bounded. Moreover, when the partial shortest-path tree of a root ρ of v is computed, all
vertices of smaller radii than ρ have been deleted (since roots are considered in order of
increasing radius), meaning the path from ρ to v cannot contain vertices of smaller radius.

▶ Lemma 16. Let G be a strongly hyperbolic unit disk graph with radius R and let u be a
vertex with r(u) ≥ R/2. Further, let P = (u, u1, . . . , uk) be a path with r(u) ≤ r(ui) for all
i ∈ [k]. Then, ∆φ(u, uk) ≤ k · πeR/2−r(u).

Proof. For convenience, we define u0 = u. Then, ∆φ(u, uk) can be bounded by

∆φ(u, uk) ≤
k∑

i=1
∆φ(ui−1, ui).

Note that ui−1 and ui are adjacent and recall that θ(r(ui−1), r(ui)) denotes the maximum
angular distance between them, such that this is the case. Thus,

∆φ(u, uk) ≤
k∑

i=1
θ(r(ui−1), r(ui)).

Since R/2 ≤ r(u) ≤ r(ui) for all i ∈ [k] is a precondition of this lemma, we have r(ui−1) +
r(ui) ≥ R for all i ∈ [k]. Consequently, we can apply Lemma 4 to bound θ(r(ui−1), r(ui)),
which yields

∆φ(u, uk) ≤
k∑

i=1
πe(R−r(ui−1)−r(ui))/2 ≤

k∑
i=1

πe(R−r(u)−r(u))/2 = k · πeR/2−r(u),

where the second inequality is valid since r(u) ≤ r(ui) for all i ∈ [k]. ◀

The second key ingredient is a lower bound on the minimum angular distance between
two non-adjacent vertices in a radial band of fixed width in the hyperbolic disk. We note
that in order to obtain a bound that is easy to work with, we aim to utilize Corollary 5.
However, this requires that R is not too small. For now, we assume that this requirement is
met and afterwards resolve the constraint in the analysis of the algorithm.
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▶ Lemma 17. Let G be a strongly hyperbolic unit disk graph with radius R ≥ 1 and let
r ≥ R/2 be a radius. Further, let u, v be non-adjacent vertices with r(u), r(v) ∈ [r, r + τ ] for
τ ∈ [0, R − 1]. Then, ∆φ(u, v) ≥ eR/2−(r+τ).

Proof. Recall that θ(r(u), r(v)) denotes the maximum angular distance such that u and v

are adjacent. Since the two vertices are not adjacent in our case, we can derive that
∆φ(u, v) > θ(r(u), r(v)). We now aim to apply Corollary 5 in order to obtain a lower
bound on θ(r(u), r(v)). To this end, we first validate that its preconditions are met. Since
r(u), r(v) ≥ r ≥ R/2, we have r(u) + r(v) ≥ R. Moreover, by assumption we know that
r(u), r(v) ∈ [r, r + τ ] for τ ∈ [0, R − 1], which implies that |r(u) − r(v)| ≤ τ ≤ R − 1.
Consequently, we can apply Corollary 5 to conclude that

θ(r(u), r(v)) ≥ e(R−r(u)−r(v))/2

≥ e(R−2r−2τ)/2

= eR/2−(r+τ),

where the second inequality is valid, since by assumption r(u), r(v) ≤ r + τ . ◀

We can now combine the two key ingredients to compute an upper bound on the number
of the roots of v in a given phase i, which we denote by ρi(v).

▶ Lemma 18. Let G be a strongly hyperbolic unit disk graph with radius R > 0. Let the
disk representation of G, a > 0, and b > 1 be given and consider phase i of the Proton
algorithm. Then, for every vertex v it holds that |ρi(v)| ≤ πe(R(1 + a)bi + 2).

Proof. In the following, we aim to utilize Lemmas 16 and 17, both of which require that the
considered vertices have a radius of at least R/2 and one additionally assumes that R ≥ 1
Therefore, we first argue about the case where these conditions are not met. First note that
after the first root in a phase is processed, all vertices with radius at most R/2 are removed
since (if they exist in the first place) they form a clique. Additionally, when R < 1, the whole
graph can be covered by few cliques. More precisely, by Lemma 8 a strongly hyperbolic unit
disk graph with radius R can be covered by max{2π

√
2, 2πeR/2} cliques. In particular, for

R < 1, this yields a bound of 2π
√

e. Since processing each root removes at least one such
clique from the graph, the number of roots in the phase is bounded by the number of cliques.
It follows, considering the first clique in DR/2 and the remaining cliques when R < 1, that
we can bound the roots of v in phase i as |ρi(v)| ≤ 1 + 2π

√
e ≤ 2πe, which we account for

with the +2 in the lemma statement.
For the remaining roots of v we can now assume that R ≥ 1 and that all vertices have

radius at least R/2. Furthermore, it suffices to show that there are at most πeR(1 + a)bi

such roots. We cover the remainder of the disk with R/2 bands of radial width 1, where the
jth band (for j ∈ {0, . . . , R/2 − 1}) contains all points with radius in [R/2 + j, R/2 + j + 1],
see Figure 4. The claim then follows if we can bound the number of roots of v in a single
band by 2πe(1 + a)bi.

Let ρi,j(v) denote the roots of v that lie in the jth band (see Figure 5). We first bound
the angular distance between v and a root in ρi,j(v), and with that the width of the angular
interval Φ (blue region in Figure 5) that contains all of them. Afterwards, we show that each
root reserves a portion of Φ that no other root can be in. An upper bound on |ρi,j(v)| is
then obtained by the quotient of the widths of the two intervals.

Consider a root ρ ∈ ρi,j(v). Since the roots are processed in order of increasing radius,
all vertices of radius at most r(ρ) have been removed before. Consequently, the path from ρ

to v in the partial shortest-path tree rooted at ρ consists only of vertices with radius at
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Angular Distance to v

0

R

R/2 + j + 1

R/2 + jR
ad

iu
s

v

∆φ(ρ, ρ
′)

∆φ(v, ρ)

Φ ρ ρ′

Figure 5 A vertex v (red dot) and the roots (black vertices) that are contained in the jth band
and are connected to v (via the green paths). All roots lie in the angular interval Φ (blue region).
Other than ρ, no root can lie in the red region.

least r(ρ). Moreover, in phase i the depth of this tree is (1 + a)bi, which means that the
path between ρ and v is at most this long. Therefore, we can apply Lemma 16 to conclude
that the maximum angular distance between v and a root ρ is at most

max
ρ∈ρi,j(v)

∆φ(v, ρ) ≤ max
ρ∈ρi,j(v)

(1 + a)bi · πeR/2−r(ρ) ≤ (1 + a)bi · πe−j ,

where the last inequality stems from the fact that r(ρ) ≥ R/2 + j holds for all ρ ∈ ρi,j(v).
Moreover, since roots cannot be adjacent (as they would otherwise delete each other) and all
roots in ρi,j(v) have their radii in [R/2 + j, R/2 + j + 1], we can apply Lemma 17 to conclude
that the minimum angular distance between two roots ρ, ρ′ ∈ ρi,j(v) is at least

min
ρ̸=ρ′∈ρi,j(v)

∆φ(ρ, ρ′) ≥ eR/2−(R/2+j+1) = e−(j+1).

Note that the angular interval Φ extends to both angular directions from v. Therefore, the
number of roots in ρi,j(v) can be bounded by

|ρi,j(v)| ≤ 2 ·
maxρ∈ρi,j(v) ∆φ(v, ρ)

minρ̸=ρ′∈ρi,j(v) ∆φ(ρ, ρ′)

≤ 2(1 + a)bi · πe−j

e−(j+1)

= 2πe(1 + a)bi. ◀

With this we are now ready to bound the number k of trees that a vertex is contained in,
for tree-covers produced by the Proton algorithm.

Proof of Theorem 15. First note that the values for c and ℓ hold for any graph due
to Lemma 14. It remains to show that the stated bound on k is valid. To that end,
we make use of Lemma 18, which states that v is contained in at most πe(R(1 + a)bi + 2)
trees in phase i, and sum over all phases. Since the radius of the shortest-path trees that
are removed from the graph in two consecutive phases increases by a factor of b and the
algorithm terminates when the first tree in a phase deletes the whole graph, there are at
most ⌈logb(diam(G))⌉ phases. Thus,

k =
logb(diam(G))+1∑

i=0
πe(R(1 + a)bi + 2)

= πe

R(1 + a)

logb(diam(G))+1∑
i=0

bi

 + 2 (logb(diam(G)) + 2)

 .
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Note that the remaining sum is a partial sum of a geometric series with b > 1, which can be
computed as

∑x
i=0 bi = (bx+1 − 1)/(b − 1). We obtain

k = πe

(
R(1 + a)blogb(diam(G))+2 − 1

b − 1 + 2 (logb(diam(G)) + 2)
)

= πe

(
1 + a

b − 1 (b2 diam(G) − 1)R + 2 (logb(diam(G)) + 2)
)

. ◀

Since hyperbolic random graphs are a special case of strongly hyperbolic unit disk graphs,
where vertices are distributed in a disk of radius R = O(log n) and since these graphs have a
diameter of O(log n) asymptotically almost surely [20], we obtain the following corollary.

▶ Corollary 19. Let G be a hyperbolic random graph. Given the disk representation of G,
a > 0, and b > 1, the Proton algorithm with the radially increasing root selection strategy
computes a (c, ℓ, k)-tree-cover of G with c = 1 + 2b/a, ℓ = 2, and, asymptotically almost
surely

k = O
(

(1 + a)b2

b − 1 · log2 n

)
.

Together with Theorem 12, it follows that greedy routing on hyperbolic random graphs
can be implemented such that the resulting scheme is starvation-free and has stretch 1 + 2b/a

with additive bound 2. Moreover, by setting a = b = 2 we obtain a multiplicative stretch
of 3, and can derive that the scheme, asymptotically almost surely, stores O(log4 n) bits at
each vertex and takes O(log2 n) time per query, which improves upon the performance lower
bound for general graphs.

4 Experiments

We designed a routing scheme that utilizes hierarchical structures and showed that it has
small stretch, space requirements, and query times on strongly hyperbolic unit disk graphs.
To evaluate how well our results translate to real-world networks, we performed experiments
on 50 graphs from the Network Data Repository [25], with sizes ranging from 14 k to over
2.3 M vertices. Since we do not have unit disk representations for these, we used the degrees
of the vertices as a proxy for their place in the hierarchical structure. That is, the root
selection strategy processed the vertices by decreasing degree. For each graph, we computed
a tree-cover using the Proton algorithm with parameters a = b = 2, and sampled 10 k
vertex pairs for which the path obtained by our routing scheme was compared to a shortest
path between them. Figure 6 shows boxplots aggregating our observations.

As expected, the maximum observed stretch is 3. However, this stretch occurred only
rarely. In all networks most of the sampled routes had a stretch of at most 1.5 and in 16 of
the 50 graphs the median stretch was 1. At the same time, the number of trees that a vertex
was contained in on average remained small. In 42 of the 50 networks this number was less
than 50, even in networks with over 2.3 M vertices.

STACS 2023



13:16 Strongly Hyperbolic Unit Disk Graphs

1.0

1.5

2.0

2.5

3.0

b
io
-h
u
m
an

-g
en
e2

so
cf
b
-I
n
d
ia
n
a6
9

gr
ap

h
50
0-
sc
al
e1
9-
ef
16
-a
d
j

gr
ap

h
50
0-
sc
al
e1
8-
ef
16
-a
d
j

ci
t-
H
ep
T
h

b
io
-C

E
-C

X
ia
-w

ik
i-
T
al
k
-d
ir

em
ai
l-
E
U

re
c-
ye
lp
-u
se
r-
b
u
si
n
es
s

te
ch
-a
s-
to
p
o
lo
gy

em
ai
l-
en
ro
n
-l
a
rg
e

ca
-A

st
ro
P
h

so
c-
S
la
sh
d
ot
09
02

te
ch
-i
n
te
rn
et
-a
s

so
c-
fl
ic
k
r

te
c h
-a
s-
sk
it
te
r

ia
-d
ig
g-
re
p
ly

ia
-s
ta
ck
ex
ch
-u
se
r-
m
ar
k
s-
p
os
t-
u
n
d

re
c-
gi
th
u
b

ca
-c
oa
u
th
or
s-
d
b
lp

ia
-y
ah

o
o-
m
es
sa
ge
s

te
ch
-R

L
-c
a
id
a

te
ch
-p
2p

-g
n
u
te
ll
a

re
c-
am

az
on

-r
a
ti
n
gs

b
n
-h
u
m
an

-B
N
U
-1
-0
02
58
90
-s
es
si
o
n
-1

ca
-c
it
es
ee
r

w
in
g

sc
-p
k
u
st
k
1
3

in
f-
ro
ad

N
et
-P
A

sc
-s
h
ip
se
c5

sc
-m

sd
o
or

sc
-p
k
u
st
k
1
1

th
er
m
a
l1

rg
g-
n
-2
-1
6
-s
0

re
c-
ea
ch
m
ov
ie

ci
te
u
li
ke
-u
2p

-u
2t

m
ov
ie
le
n
s-
10
m
-n
oR

a
ti
n
gs

so
cf
b
-U

C
F
52

w
eb
-f
rw

ik
in
ew

s-
u
se
r-
ed
it
s

ep
in
io
n
s

ia
-w

ik
i-
u
se
r-
ed
it
s-
p
ag
e

fb
-p
ag
es
-c
om

p
an

y
rt
-r
et
w
ee
t-
cr
aw

l
rt
-h
ig
gs

ia
-w

ik
iq
u
ot
e-
u
se
r-
ed
it
s

w
eb
-s
k
-2
00
5

d
el
au

n
ay
-n
20

ec
on

-p
ol
i-
la
rg
e

ck
t1
17
52
-d
c-
1

w
eb
-S
ta
n
fo
rd

S
ta
n
fo
rd
-B

er
k e
le
y

d
eg
m
e

M
u
lt
ip
li
ca
ti
v e

S
tr
et
ch

20 40 60 80
Trees per Vertex

Figure 6 Multiplicative stretch when routing with a tree-cover obtained using Proton with
a = b = 2. Colors show the number of trees that an average vertex is contained in. Boxes denote
the interquartile range extending to the 25th and 75th percentile with horizontal bars showing the
median. Whiskers extend to 0.1% and 99.9%, while dots show values beyond that.
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