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To understand better how and why crossover can benefit constrained optimization, we consider pseudo-Boolean functions with an upper bound \( B \) on the number of 1-bits allowed in the length-\( n \) bit string (i.e., a cardinality constraint). We investigate the natural translation of the OneMax test function to this setting, a linear function where \( B \) bits have a weight of 1 and the remaining bits have a weight of 1. Friedrich et al. [TCS 2020] gave a bound of \( \Theta(n^2) \) for the expected running time of the (1+1) EA on this function.

Part of the difficulty when optimizing this problem lies in having to improve individuals meeting the cardinality constraint by flipping a 1 and a 0 simultaneously. The experimental literature proposes balanced operators, preserving the number of 1-bits, as a remedy. We show that a balanced mutation operator optimizes the problem in \( O(n \log n) \) if \( n-B = O(1) \). However, if \( n-B = \Theta(n) \), we show a bound of \( \Omega(n^2) \), just as for classic bit mutation. Crossover together with a simple island model gives running times of \( O(n^2/\log n) \) (uniform crossover) and \( O(n \sqrt{n}) \) (3-ary majority vote crossover). For balanced uniform crossover with Hamming-distance maximization for diversity we show a bound of \( O(n \log n) \).

As an additional contribution, we present an extensive analysis of different balanced crossover operators from the literature.
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1 INTRODUCTION

The analysis of crossover, asking how, why, and when it helps optimization, is one of the most important topics for understanding evolutionary computation. In practice, hardly any application in the field proceeds without crossover. It is known to aid the search, but its theoretical background still remains somewhat in the dark.

Focusing on the optimization of pseudo-Boolean functions (that is, \( f : \{0, 1\}^n \rightarrow \mathbb{R} \)), most theory literature on the topic has used the \textsc{Jump} function as a setting to understand crossover, showing that crossover can jump a fitness valley effectively where mutation fails. This line of work was started by the seminal [Jansen and Wegener 2002], showing that crossover can find the optimum of \textsc{Jump} in time \( O(\mu n \log n) \), if it is used only very rarely (with probability of about \( 1/n \)) and with sufficient population size of \( \Omega(\log^2(n)) \); this is in contrast to the time of \( O(n^k) \) taken by mutation-based algorithms. This work was extended by [Kötzing et al. 2011] to higher parameter ranges. The low crossover probability is crucial for the analysis: Fast optimization of \textsc{Jump} relies on generating very different individuals to be used as parents by crossover; mutation can generate diversity, while crossover is pessimistically assumed to reduce diversity.

Typical crossover probabilities are much higher than the required \( 1/n \); thus, further work focused on closing this gap. For the case of diversity mechanisms, [Dang et al. 2016] shows efficient optimization of \textsc{Jump}; note that these analyzes gain more insight into the working principles of diversity mechanisms than into crossover itself. A breakthrough is [Dang et al. 2018], showing how diversity emerges in the absence of diversity mechanisms.

A notable exception from this topical focus is the work by Sudholt [2017] on how crossover can speed-up the optimization of the so-called \textsc{OneMax} function\(^1\) by a factor of 2. This was a seminal result since it considered crossover in a more natural setting than \textsc{Jump}, which gives crossover an unfair advantage by placing the optimum where crossover frequently generates its output (see the criticism offered by Jansen [2015] on the (in-)significance of the \textsc{Jump} function). Similarly, Corus and Oliveto [2018] and Antipov et al. [2020] showed speedups for \textsc{OneMax} in a more intricate setting of crossover.

The work Doerr and Doerr [2015] considers a very different algorithm employing crossover, the \((1 + (\lambda, \lambda))-\text{GA}\). This algorithm, in each generation, produces a significant amount of diversity to be used by crossover. The interesting outcome is that, on \textsc{OneMax}, this algorithm is asymptotically faster than the \( \Omega(n \log n) \) incurred by most other search heuristics on the \textsc{OneMax} test function.

In this work, we investigate a natural model for constrained optimization in evolutionary computation. Friedrich et al. [2020] suggested an extension of \textsc{OneMax}, which we call \textsc{BoundMax}\(_B\), parametrized by the bound \( B \in \mathbb{N} \) on the maximum allowed number of ones. This function is defined so that, for all \( x \in \{0, 1\}^n \) and with \(|x|_1\) being the number of ones in \( x \),

\[
\textsc{BoundMax}\_B(x) = \begin{cases} \sum_{i=1}^B (1 + 1/n)x_i + \sum_{i=B+1}^n x_i & \text{if } |x|_1 \leq B; \\ -|x|_1 & \text{otherwise.} \end{cases}
\]

This linear function has a unique optimum with exactly \( B \) many ones in positions 1 through \( B \). The first phase of the \((1+1)\) \textsc{EA}\(^2\) when maximizing \textsc{BoundMax}\(_B\) typically collects 1-bits with only a

\(^1\)\textsc{OneMax} maps a bit string to its number of 1-bits.

\(^2\)The \((1+1)\) \textit{evolutionary algorithm} ((1+1) \textsc{EA}) maintains a best-so-far solution and, in each iteration, makes a copy of it, flips each bit independently with probability \( 1/n \) and keeps the new solution if it is at least as good as the previous one.
slight preference for the first $B$ positions (which we call heavy; in contrast to the other positions, which we call light). Once a solution at the cardinality bound $B$ is found, it can only be improved by swapping out light bits for heavy ones. As shown by Friedrich et al. [2020], for some choice of $B$, the $(1+1)$ EA takes time $\Theta(n^2)$ to optimize this function. The given $B$ was $cn$ for some $c$ with $1/2 < c < 1$, we extend this to values of $B = n - d$, where $d$ is a constant.

Intuitively, the problem when optimizing at the constraint is that both a 0 and a 1 need to be flipped (in particular, for an almost optimal solution, a specific heavy 0 and a specific light 1). The first remedy that comes to mind is to use an operator that does exactly that. **Swap mutation** has been suggested in experimental works [Chen and Hou 2006; Manzoni et al. 2020; Meidl and Berthold 2009] alongside the **balanced crossover**, that is, crossover that keeps the same number of ones in the output. In a sense, this opens up the “black box” setting (which assumes no knowledge about the fitness function) into more of a “gray box”, taking the specific problem knowledge into account that the number of ones in a solution carries importance. This is not only useful in our constrained setting, a special case of the knapsack problem, but also for other combinatorial problems that assign importance to the number of ones. For example, finding a minimum spanning tree requires finding exactly $n - 1$ edges, a minimal vertex cover tries to minimize the number of picked vertices, and so on. Understanding which general structural properties lead to better optimization performance on a wide range of different problems can thus be very beneficial [Whitley et al. 2016]. An operator swapping a 1 and a 0 would sacrifice the full unbiasedness but maintains problem-specific unbiasedness (see [Rowe and Vose 2011]). Note that a balanced operator always needs to be paired with regular mutation, otherwise it is confined to only explore solutions with the same number of 1-bits.

We define swap mutation formally in Section 3.2 and give a rigorous analysis in Section 5. In particular, we show that it achieves an optimization time of $O(n \log(n))$ on $\text{BOUNDMAX}_B$ for $B = n - d$ with $d$ constant, intuitively being able to find a heavy 0 among constantly many 0s to swap easily (Theorem 5.5). However, for $B = cn$ with $1/2 < c < 1$, we get a lower bound of $\Omega(n^3)$ also for this operator, intuitively because there are a linear number of both 1- and 0-bits at the constraint.

We also use the regime of $B = cn$ with $1/2 < c < 1$ to investigate the effectiveness of crossover. (The bound $B = n - d$ for constant $d$ gives a quadratic optimization time for all considered cases.) The use of crossover typically requires some kind of diversity, and while some diversity might emerge on its own [Dang et al. 2018], we employ specific diversity mechanisms. We start by considering island models [Doerr et al. 2019; Neumann et al. 2011], in particular the single-receiver model [Watson and Jansen 2007]. Mutation-based algorithms are run in parallel on islands and their individuals are then considered for crossover at the single receiver. This maintains perfect independence of the individuals for maximum diversity.

We show that uniform crossover with the single-receiver island model can now optimize $\text{BOUNDMAX}_B$ in time $O(n^2/\log n)$, an asymptotic speedup over mutation-based algorithms. Roughly speaking, when only logarithmically many incorrect bits are left on each island, they are likely to be in different positions and crossover finds the correct offspring in time exponential in the number of incorrect bits. Note that, from the birthday paradox, we know that if at each island the resident individual has only $O(\sqrt{n})$ many incorrect bits, then likely the islands have their incorrect bits at different positions. This motivates us to use a ternary operator, the deterministic majority vote [Friedrich et al. 2016], taking three parents and using the majority bit at each position for the

---

3 An operator is unbiased if, when given two problem instances where one is a perturbation – permutation of bit order and bit flips – of the other, it performs analogously. See [Lehre and Witt 2012].

4 The output of the uniform crossover takes each bit independently from a parent chosen uniformly at random.
Algorithm Variant | $n - B = O(1)$ | $n - B = \Theta(n)$ | Reference
--- | --- | --- | ---
(1+1) EA | $\Theta(n^2)$ | $\Theta(n^2)$ | [Friedrich et al. 2020]
Proposition 5.2

(1+1) Swap-EA | $O(n \log(n))$ | $\Theta(n^2)$ | Theorem 5.5
Theorem 5.6

(2+1) islands, (balanced) uniform | $\Theta(n^2)$ | $\Theta\left(\frac{n^2}{\log(n)}\right)$ | Theorem 6.12
Theorems 6.4 and 6.7

(3+1) islands, majority vote | $\Theta(n^2)$ | $O(n\sqrt{n})$ | Theorem 6.12
Theorem 6.8

(2+1) GA, balanced uniform, with diversity | $\Theta(n^2)$ | $O(n \log(n))$ | Theorem 6.12
Theorem 6.11

(2+1) Swap-GA, balanced uniform, with diversity | $O(n \log(n))$ | $O(n \log(n))$ | Theorem 6.14

Table 1. Overview of expected run times on \textsc{BoundMax}. The Swap-EA uses swap and standard mutation. Islands run the (1+1) EA and a single receiver with the stated crossover. The GA uses standard mutation and balanced uniform crossover, the Swap-GA additionally has swap mutation.

offspring. Here we can show a run time bound of $O(n\sqrt{n})$ on \textsc{BoundMax}. Mutation reduces the number of incorrect bits at each island within $O(n\sqrt{n})$ iterations to be $O(\sqrt{n})$, then majority vote is successful. Note that we only provide upper bounds, so a final decision on how the two algorithms compare cannot be made. However, we believe that these bounds are tight, as mutation alone would be slower, and crossover can be applied only once to speed up optimization (since any offspring of crossover can never be the parent for another mutation nor crossover) in the single-receiver island model.

In order to mitigate the disadvantage of the single-receiver setting, we consider a genetic algorithm (GA) with the diversity mechanism of Hamming-distance maximization (but many others would serve equally well, see [Dang et al. 2016]). We use an idea of Sudholt [2017] and show that a population of equally good individuals first spreads in Hamming distance and then gains in quality with crossover, making the process so fast that we obtain the desirable bound of $O(n \log n)$ for the optimization of \textsc{BoundMax}. Note that this improvement arises naturally from the interplay of crossover and mutation and our analysis gives insight into this interplay.

Note that, for the last result, we employ a balanced uniform crossover: given two parents, the matching bits are inherited and exactly half of the remaining bits are set to 1. This operator produces the same number of 1s in the offspring as are in the parents. Using standard uniform crossover instead can delay optimization by producing offspring with the wrong number of ones.

The literature already discusses a wide range of balanced crossover operators [Chen and Hou 2006; Manzoni et al. 2020; Meinl and Berthold 2009], but we find that all of them lack other useful properties. They either do not bequeath matching bits or they are not order-unbiased (as defined in [Lehre and Witt 2012]). To close this gap, we introduce the balanced uniform crossover, which is fully unbiased and has all the desired properties.

Table 1 gives a summary of our results. The remainder of this paper is structured as follows. After fixing the notation in Section 2, we review crossover and mutation operators from the literature in Section 3. We introduce the balanced uniform crossover operator in Section 4 and then examine the
optimization time for \textsc{BoundMax}_B under balanced mutation (Section 5) and crossover (Section 6). We conclude in Section 7.

2 PRELIMINARIES

For some positive integer \( n \in \mathbb{N}^+ \), symbol \([n]\) stands for the set \( \{1, \ldots, n\} \). An array \( A = [a_1, a_2, \ldots, a_n] \) is a sequence of natural numbers (incl. 0). For \( i, l, r \in \{n\} \), we use \( A[i] = a_i \) to refer to its \( i \)th entry, and \( A[l, r] = [a_l, a_{l+1}, \ldots, a_r] \) for the subarray from indices \( l \) to \( r \) (if \( l > r \), then \( A[l, r] \) is empty).

A bit string of length \( n \) is any element of \( \{0, 1\}^n \). We refer to its \( i \)th bit by \( x_i \), so \( x = x_1x_2 \ldots x_n \); similarly, for \( M \subseteq \{n\} \), \( x_M \) denotes the bit string obtained by removing all bits with indices not in \( M \), and \( x[l, r] \) is the bit string \( x_lx_{l+1} \ldots x_r \). We use \( |x|_1 = \sum_{i=1}^{n} x_i \) and \( |x|_0 = n - |x|_1 \) for the number of 1- and 0-bits of \( x \), respectively. For two bit strings \( x, y \), we denote their concatenation as \( xy \).

The strings with \( n \) 0- or 1-bits are \( 0^n \) and \( 1^n \), respectively. A permutation is a bijective function \( \sigma : \{n\} \rightarrow \{n\} \). We write \( \sigma = [a_1, a_2, \ldots, a_n] \) to refer to the permutation where, for every \( i \in \{n\} \), \( \sigma(i) = a_i \). Every permutation \( \sigma \) of \( \{n\} \) and every bit string \( x \), we define the permutation of \( x \) respective to \( \sigma \) as \( \sigma_\sigma(x) = x_{\sigma(1)}x_{\sigma(2)} \ldots x_{\sigma(n)} \). For example, for \( x = 10011 \) and \( \sigma = [3, 1, 5, 2, 4] \), we get \( \sigma_\sigma(x) = 01101 \). An event occurs with high probability (w.h.p.) with respect to \( n \), if it has probability at least \( 1 - 1/n^c \) for some constant \( c > 0 \).

3 BALANCED CROSSOVER AND MUTATION

A crossover operator is a potentially randomized algorithm that maps two parent bit strings \( x, y \in \{0, 1\}^n \) to an output bit string \( z \in \{0, 1\}^n \). We identify operators with their output distribution, where \( p_A(z \mid x, y) \) denotes the probability that operator \( A \) samples \( z \) given inputs \( x, y \). In this paper, we investigate balanced crossover operators that retain the same number of ones as the input strings. We would also like to have certain additional regularity properties such as invariance under permutations (order unbiasedness\(^5\)) and that, whenever the parents agree on a bit position, this bit is sampled in the output (inheritance respect\(^6\)).

Definition 3.1 (Regularity properties). A crossover operator \( A \) is

1. **balanced** if \( |x|_1 = |y|_1 \neq |z|_1 \) implies \( p_A(z \mid x, y) = 0 \);
2. **order-unbiased** if \( p_A(z \mid x, y) = p_A(\sigma_\sigma(z) \mid \sigma_\sigma(x), \sigma_\sigma(y)) \) holds for all permutations \( \sigma \) of \( \{n\} \);
3. **inheritance-respectful** if \( x_i = y_i \neq z_i \) for some \( i \in \{n\} \) implies \( p_A(z \mid x, y) = 0 \).

The idea of order unbiasedness is that the order of encoding the bits in the string should not matter for the algorithm. A crossover should be inheritance-respectful if it wants to combine strengths of different solutions (and leave creating novelty to mutation). This was studied in the literature as geometric crossovers [Moraglio and Poli 2004]: crossovers are inheritance-respectful if and only if they are geometric crossovers under the Hamming distance metric.

3.1 Existing Crossover Operators

We review several crossover operators from the literature and classify them according to the regularity properties. We find that none of the existing crossovers are balanced, order-unbiased and inheritance-respectful at the same time. We propose the balanced uniform crossover as an alternative in Section 4. (The boring crossover that returns some parent also satisfies all three properties.)

We compare nine crossover operators: the uniform, single- and two-point crossover from the survey by Katoch et al. [2021], the counter-based, zero lengths and map-of-ones crossover by

\(^5\)See Lehre and Witt [2012] for a discussion; they call this property "\( \sigma \)-invariance".

\(^6\)See Radcliffe [1994]. He distinguishes respect (shared properties of the parents are inherited) and gene transmission (every property of an offspring is inherited from at least one parent). These concepts are equivalent when limited to bit strings. We use the more telling term inheritance respect.
Crossover Operator | Balanced | Order-Respectful | Inheritance-Unbiased
--- | --- | --- | ---
Uniform | × | ✓ | ✓
Single-Point | × | × | ✓
Two-Point | × | × | ✓
Counter-Based | ✓ | × | ×
Zero Lengths | ✓ | × | ×
Map-of-Ones | ✓ | ✓ | ×
Shrinking | ✓ | × | ✓
Balanced Two-Point | ✓ | × | ×
Alternating | ✓ | × | ✓
Boring | ✓ | ✓ | ✓
Balanced Uniform | ✓ | ✓ | ✓

Table 2. Overview of different crossover operators, where a ✓ denotes that the given operator does have the stated property, and × that it does not.

Manzoni et al. [2020], the shrinking crossover of Chen and Hou [2006] and finally the balanced two-point crossover and alternating crossover\(^7\) by Meinl and Berthold [2009]. Our results are summarized in Table 2. In Section 3.2, we briefly discuss balanced mutation.

**Uniform, single-point and two-point crossovers.** The very common uniform crossover operator iterates over all bit positions and, for each of them, selects a random parent and takes its bit at this position. The single-point crossover chooses a random position in \([n]\) and swaps all bits after that position between the parents. For swap position \(s\), this results in the two strings \(x[1,s]y[s+1,n]\) and \(y[1,s]x[s+1,n]\). Without losing generality, we define as output the string that starts with the bits of \(x\). The two-point crossover samples two indices and swaps the bit-range between them among the parents. Intuitively, none of those operators can be balanced as they take 1-bits from the parents regardless of their total number.

Throughout this section, we let \(s\) be an index drawn uniformly at random from \([n]\). For two indices that are independently and uniformly distributed in \([n]\), we use symbol \(\ell\) to denote the smaller one and \(r\) for the larger.

**Definition 3.2 (Uniform, single-point and two-point crossover).** On input \(x, y \in \{0, 1\}^n\), the output string \(z \in \{0, 1\}^n\) is as follows.

1. **Uniform crossover:** For every \(i \in [n]\), bit \(z_i\) is uniformly distributed in \(\{x_i, y_i\}\), independently of all other choices.
2. **Single-point crossover:** \(z = x[1,s−1]y[s,n]\).
3. **Two-point crossover:** \(z = x[1,\ell−1]y[\ell,r]x[r+1, n]\).

**Lemma 3.3.** The uniform crossover is inheritance-respectful and order-unbiased, but not balanced.

**Proof.** The operator is unbalanced since we have \(p(00 \mid 01,10) = \frac{1}{4} > 0\). It is inheritance-respectful by definition. Further, it is order-unbiased. For any permutation \(\sigma\) and input strings \(x, y\),

\(^7\)The alternating crossover is called “balanced uniform crossover” in the original work [Meinl and Berthold 2009]. We reserve this name for Section 4.
the bit at position $\sigma(i)$ is sampled from $x_{\sigma(i)}$ and $y_{\sigma(i)}$, yielding the same probability distribution over the permutated outcomes. □

We only show the proof for the single-point operator, the one for two points is essentially the same.

**Lemma 3.4.** The single-point crossover is inheritance-respectful, but neither order-unbiased nor balanced.

**Proof.** Inheritance respect is clear. The operator is unbalanced as $p(00 \mid 01, 10) = \frac{1}{2} > 0$. It is order-biased: Let $n = 4, x = 0011, y = 1100, z = 1111$ and $\sigma = [1, 3, 2, 4]$. We have $p(z \mid x, y) = \frac{1}{4}$, but $p(\sigma_b(z) \mid \sigma_b(x), \sigma_b(y)) = p(1111 \mid 0101, 1010) = 0$. □

**Counter-based, zero lengths and map-of-ones crossovers.** To heal the unbalancedness of the uniform crossover, the counter-based crossover stops once the number of ones/zeros in the output are equal to that of the parent $x$.

**Definition 3.5 (Counter-based crossover).** Inductively for all indices $i \in [n]$, let $z_{\leq i}$ be the string of bits already set after the $i$th iteration. The bit $z_i$ is a uniform random value in $\{x_i, y_i\}$, independently of the previous choices. If $|z_{\leq i}|_1 = |x|_1$, the final output is $z = z_{\leq i}0^n - i$; if $|z_{\leq i}|_0 = |x|_0$, the output is $z_{\leq i}1^n - i$. Otherwise, the operator continues to the next iteration.

**Lemma 3.6.** The counter-based crossover is balanced, but neither inheritance-respectful nor order-unbiased.

**Proof.** The operator is balanced because it explicitly keeps track of the number of ones and zeros and, if this forces the remaining bits to be set in a certain way, does so. To show lack of inheritance respect, let $n = 3, x = 101, y = 011$ and $z = 110$. We thus have $p(110 \mid 101, 011) = 1/2 \cdot 1/2 = 1/4 > 0$ and $x_j = y_3 \neq z_3$. Regarding the order bias, let additionally $\sigma = [3, 1, 2]$. We have that $p(z \mid x, y) = p(110 \mid 101, 011) = 1/4$ but $p(\sigma_b(z) \mid \sigma_b(x), \sigma_b(y)) = p(011 \mid 110, 101) = 0$, so $p$ is not order-unbiased. □

For the other two operators, we need alternative ways to represent bit strings. The zero lengths representation is effectively a run-length encoding of consecutive 0-bits. Let $x \in \{0, 1\}^n$ be such that $|x|_1 = k$ and $x = 0^{a_1}10^{a_2} \ldots 0^{a_k}1^{a_{k+1}}$ with $a_i \in \mathbb{N}_0$. Then, $x$’s zero lengths array is $Z_x = [a_1, a_2, \ldots, a_k, a_{k+1}]$. The $k + 1$ elements\(^{8}\) of $Z_x$ necessarily sum to $n - k$. Conversely, the map-of-ones array $M_x$ contains the indices of all 1-bits in $x$. Any permutation of $M_x$ also represents $x$, we tacitly use set notation if no ambiguity arises.

The zero lengths crossover constructs the zero lengths array of the output from that of the parents by picking each entry uniformly at random from the corresponding parent entries. It additionally ensures that the sum of elements does not exceed the number of zeros. The map-of-ones crossover, in each iteration, chooses a random parent string and samples one of its stored 1-indices that has not already been selected.

**Definition 3.7 (Zero lengths and map-of-ones crossover).** Let $k = \min(|x|_1, |y|_1)$. The representation of output $z$ is defined as follows.

1. **Zero lengths crossover:** For all $i \in [k]$, let $s_{i-1} = \sum_{j=1}^{i-1} Z_x[j]$ be the sum of set entries. $Z_z[i] = \min(a_i, n - k - s_{i-1})$, with $a_i$ uniformly distributed in $\{Z_x[i], Z_y[i]\}$; $Z_z[k+1] = n - k - s_k$.

2. **Map-of-ones crossover:** For all $i \in [k]$, let $u_i$ be uniformly distributed vector in $\{x, y\}$, entry $M_x[i]$ is set to a uniform random index in $M_{u_i}[1, k] \setminus M_e[1, i-1]$.

\[^{8}\]In [Manzoni et al. 2020], the authors claim that the zero lengths array has $n - k + 1$ entries. This is probably a typo, their number really is $k + 1$.
Lemma 3.8. The zero lengths crossover is balanced, but neither inheritance-respectful nor order-unbiased.

Proof. We note that this operator is balanced, as it creates an offspring whose zero lengths array is of the same size as the representation of the inputs, hence its number of ones matches the number of ones in the input. Also, it explicitly keeps track of the number of zeros and sets the last entry accordingly.

To show lack of inheritance-respect, let \( n = 3, x = 101, y = 011 \) and \( z = 110 \), so \( Z_x = [0, 1, 0], Z_y = [1, 0, 0], Z_z = [0, 0, 1] \).

We have that \( p(z \mid x, y) = p([0, 0, 1] \mid [0, 1, 0], [1, 0, 0]) = 1/2 \cdot 1/2 \cdot 1 = 1/4 > 0 \) and as additionally \( x_3 = y_3 \neq z_3 \), the operator is not inheritance-respectful.

Regarding order bias, let additionally \( \sigma = [3, 1, 2] \). We have that \( p(z \mid x, y) = p([0, 0, 1] \mid [0, 1, 0], [1, 0, 0]) = 1/2 \cdot 1/2 \cdot 1 = 1/4 \) but \( p(\sigma_b(z) \mid \sigma_b(x), \sigma_b(y)) = p(011 \mid 110, 101) = p([1, 0, 0] \mid [0, 0, 1], [0, 1, 0]) = 0 \), so the operator is not order-unbiased. \( \square \)

Lemma 3.9. The map-of-ones crossover operator is balanced and order-unbiased, but not inheritance-respectful.

Proof. This operator is balanced because it adds exactly \( k \) distinct elements to \( M_z \).

Regarding inheritance respect, let \( n = 3, x = 110, y = 011 \), so we have \( M_x = [1, 2], M_y = [2, 3] \). Consider the output \( M_z = [1, 3] \) representing the string \( z = 101 \). We have that \( p(101 \mid 110, 011) = 2 \cdot 1/4 \cdot 1/4 > 0 \), as the probability to first draw a 1 and then a 3, or to first draw 3 and then 1, is \( 1/4 \cdot 1/4 \) each. As additionally \( x_2 = y_2 \neq z_2 \), the operator is not inheritance-respectful.

Next, we prove the order-unbiasedness. For any permutation \( \sigma \) of \([n]\), we denote its inverse by \( \sigma^{-1} \), that is, the unique permutation such that \( \sigma(\sigma^{-1}(i)) = i \) for all \( i \in [n] \). Recall that, after permuting \( x \) according to \( \sigma \), the \( j \)th bit of the outcome is \( (\sigma_b(x))_j = x_{\sigma(j)} \). A 1-bit \( x_i \) thus moves to position \( j = \sigma^{-1}(i) \) in \( \sigma_b(x) \). For the map-of-ones, that means \( M_{\sigma_b(x)} = [\sigma^{-1}(M_x[1]), \ldots, \sigma^{-1}(M_x[n | 1 |])] \).

The map-of-ones crossover operator neither considers the order in the map nor the numerical value of its elements. It only checks whether two elements are equal or not. For any string \( z \in \{0, 1\}^n \) and index \( i \in [n] \), the operator samples \( M_z[i] \) given \( x \) and \( y \) as inputs with the same (uniform) probability as \( M_{\sigma_b(z)}[i] = \sigma^{-1}(M_z[i]) \) is sampled given \( \sigma_b(x) \) and \( \sigma_b(y) \). Hence, \( p(z \mid x, y) = p(\sigma_b(z) \mid \sigma_b(x), \sigma_b(y)) \) and the operator is order-unbiased. \( \square \)

Shrinking, balanced two-point and alternating crossover. Both the shrinking and balanced two-point crossover operator are based on the regular two-point version. The shrinking crossover works on the classical bit string representation. Before swapping the sampled bit-ranges the contained ones are counted. If they are not equal between the parents, the index \( r \) is reduced until they are. See Figure 1. The reduction may result in \( r = \ell - 1 \), that is, an empty range, the output then equals \( x \).

The balanced two-point crossover applies the two-point operator to the map-of-ones representations of the parent strings. This may sample duplicate 1-indices. To recover balancedness, those are replaced by elements from the unchosen range of \( M_x \). Finally, the alternating crossover also works on map-of-ones but is deterministic. It combines \( M_x, M_y \) in a sorted manner, keeping duplicates, and takes every other 1-index.

Below, let \( A \odot B \) denote the concatenation of arrays \( A \) and \( B \).

Definition 3.10 (Shrinking, balanced two-point and alternating crossover.). Let \( k = \min(|x|_1, |y|_1) \).

1. Shrinking crossover: Let \( r' \) be the largest index \( \ell \leq r' \leq r \) such that \( |x[\ell, r']|_1 = |y[\ell, r']|_1 \), or \( r' = \ell - 1 \) if there is none. The output string is \( z = x[1, \ell - 1] y[\ell, r'] x[r' + 1, n] \).
Fig. 1. Example run of the shrinking crossover operator. The initial range is shrunk twice. Then, the bits inside the range contain the same number of ones and are swapped.

(2) Balanced two-point: Let $u, v$, with $u \leq v$, be independently and uniformly distributed in $[k]$ and $M = M_x[1, u] \ominus M_y[u, v] \ominus M_x[v + 1, |x|]$. The output representation $M_z$ is generated from $M$ by removing duplicates, sampling uniform random replacements from $M_x[u, v] \setminus M_z$. 

(3) Alternating crossover: Let $M$ be the result of sorting $M_x \ominus M_y$. The output is $M_z = M[1] \ominus M[3] \ominus \cdots \ominus M[2k - 1]$.

**Lemma 3.11.** The shrinking crossover operator is balanced and inheritance-respectful, but not order-unbiased.

**Proof.** The operator is designed to be balanced, the inheritance respect follows as for the two-point crossover.

For the order bias, let $n = 4, x = 0011, y = 1100, z = 1001$ and $\sigma = [1, 3, 2, 4]$. We have that $p(z \mid x, y) = p(1001 \mid 0011, 1100) = 0$, as it would require to swap exactly the first and third bit.

However, $p(\sigma_b(z) \mid \sigma_b(x), \sigma_b(y)) = p(1001 \mid 0101, 1010) = 1/4$ by having the left bound at the first bit and the right bound at the second or third bit (and shrinking in the latter case). Thus, out of the 16 possible values for the two indices, $(1, 2), (2, 1), (1, 3),$ and $(3, 1)$ lead to 1001, giving the probability of 1/4. Hence, the operator is order-biased. □

**Lemma 3.12.** The balanced two-point crossover operator is balanced, but neither inheritance-respectful nor order-unbiased.

**Proof.** Regarding the operator’s balance, provided that both inputs $x, y$ have $|x|_1 = |y|_1 = k$, we know that $|z|_1 = k$ because $M$ has exactly length $k$ after initializing $M$, and every element that is deleted is replaced afterwards. We further note that the elements in $M_x$ within the range suffice to replace the duplicates without adding new duplicates: We know that $M_x$ contains $k$ distinct values. All these elements outside of the range are already in $M$ and all elements within the range can be added if needed. This way we are guaranteed to find enough replacements to reach $k$ many ones.

To show the lack of inheritance respect, let $n = 5, x = 11010, y = 01101$ and $z = 10101$. The respective map-of-ones are $M_x = [1, 2, 4], M_y = [2, 3, 5], M_z = [1, 3, 5]$. We have $p(10101 \mid 11010, 01101) = p([1, 3, 5] \mid [1, 2, 4], [2, 3, 5]) = 2/9 > 0$ (the probability to select a range from the second to the third map entry, so out of the 9 possible values for the two sampled values, $(2, 3)$ and $(3, 2)$ succeed), but $x_2 = y_2 \neq z_2$.

Regarding order bias, we use the same $n, x, y, z$ as above, so once more $p(10101 \mid 11010, 01101) = 2/9$. However, given $\sigma = [1, 3, 4, 5, 2]$, we have $p(\sigma_b(z) \mid \sigma_b(x), \sigma_b(y)) = p(11010 \mid 10101, 01011) = 0$ as there is no way for the last map entry to be anything other than 5. So the operator is not order-unbiased. □

**Lemma 3.13.** The alternating crossover operator is balanced and inheritance-respectful, but not order-unbiased.

**Proof.** Regarding balancedness, given that both inputs $x, y$ have $|x|_1 = |y|_1 = k$ their map-of-ones representations will each have length $k$. The combined array will therefore have length $2k$. Because that length is even, taking every odd index from the array will yield $2k/2 = k$ indices. The map-of-ones for the offspring consequently has length $k$. It also cannot contain duplicates: If it did,
identical values would have been at non-adjacent positions in the combined array, and since each elements can appear twice at most, the array would be unsorted. The map-of-ones with length \( k \) and no duplicates guarantees that the derived bit string has exactly \( k \) many ones.

Regarding inheritance respect, let \( z \) be the result of an alternating crossover of two bit strings \( x \) and \( y \) of length \( n \). We prove for each bit \( 1 \leq i \leq n \) that if \( x_i = y_i = 1 \) then \( z_i = 1 \). In this case \( i \) will appear twice in the combined array, and because the array is sorted, both occurrences of \( i \) are adjacent. One of them will be at an odd index in the array and it will therefore be added to the map-of-ones of the offspring. Thus \( z_i = 1 \).

We further show for each bit that if \( x_i = y_i = 0 \) then \( z_i = 0 \). In this case \( i \) will not appear in the combined array at all. Since elements for the map-of-ones of the offspring are taken only from that array, \( i \) cannot appear in it. Thus \( z_i = 0 \).

We have therefore shown that \( x_i = y_i \) implies \( z_i = x_i \), proving the alternating crossover operator to be inheritance-respectful.

Regarding order bias, let \( n = 5, x = 11010, y = 01101, z = 11010 \). Per definition, \( M_x = [1, 2, 4], M_y = [2, 3, 5], M_z = [1, 2, 4] \). As the combined and sorted array, we get \( M_x \circ M_y = [1, 2, 2, 3, 4, 5] \), of which the elements at every odd index are exactly \( [1, 2, 4] \). Therefore \( p(z \mid x, y) = 1 \).

However, for \( \sigma = [1, 2, 3, 5, 4] \) we have \( \sigma_b(x) = 11001, \sigma_b(y) = 01110, \sigma_b(z) = 11001 \). Accordingly, \( M_{\sigma_b(x)} = [1, 2, 5], M_{\sigma_b(y)} = [2, 3, 4], M_{\sigma_b(z)} = [1, 2, 5] \). The combined array \( M_{\sigma_b(x)} \circ M_{\sigma_b(y)} = [1, 2, 2, 3, 4, 5] \) happens to be the same as before. Thus, \( p(\sigma_b(z) \mid \sigma_b(x), \sigma_b(y)) = 0 \), the operator is order-biased.

\[\square\]

### 3.2 Balanced Mutation

A mutation operator is an algorithm mapping a single parent bit string \( x \in \{0, 1\}^n \) to an offspring \( z \in \{0, 1\}^n \). The most common mutation operator is standard bit mutation (also called uniform mutation), flipping each bit of \( x \) independently with probability \( \frac{1}{n} \). This does not preserve the number of ones. The asymmetric mutation operator from [Jansen and Sudholt 2010; Neumann and Wegener 2007], which independently flips each 0-bit of \( x \) with probability \( \frac{1}{2|x|_0} \) and each 1-bit with probability \( \frac{1}{2|x|_1} \), does so in expectation, but does not guarantee it. Adapting the notation of Definition 3.1, a mutation operator is balanced if \( |z|_1 \neq |x|_1 \) implies \( p_A(z \mid x) = 0 \). The literature discusses balanced mutation just very briefly, see [Chen and Hou 2006; Manzoni et al. 2020; Meinl and Berthold 2009]. The only notable operator is swap mutation. It chooses a 1- and a 0-bit of \( x \) uniformly at random and swaps them. (The strings \( x^n \) and \( 0^n \) remain unchanged.) We use the name \((1+1)\) swap-evolutionary algorithm \((1+1)\) Swap-EA for the variant of the \((1+1)\) EA that, in the mutation step, uses the swap operator with probability \( p_b \) and standard bit mutation otherwise.

### 4 NEW BALANCED CROSSOVER OPERATOR

None of the crossovers discussed are balanced, order-unbiased and inheritance-respectful. Of course, one could achieve all this by using what we call the boring crossover that merely returns one of the parents (say, at random), but it defeats the purpose of recombining the strengths of multiple individuals. We propose the balanced uniform crossover\(^9\) operator instead. To ensure inheritance respect, it first fixes all positions in which the input strings are equal. For the others, it randomly samples as many positions as required to match the number of ones in the input strings.

\(^9\)As mentioned, we discuss what is called “balanced uniform crossover” in [Meinl and Berthold 2009] as the alternating crossover.
Definition 4.1 (Balanced uniform crossover). Define the sets $F = \{ i \in [n] \mid x_i = y_i \}$ and $\overline{F} = [n] \setminus F$. Let the set $I \subseteq \overline{F}$ with $|I| = \lfloor |\overline{F}|/2 \rfloor$ be drawn uniformly at random. The output bit string $z$ has $z_i = x_i$ for all $i \in F$, $z_i = 1$ for $i \in I$ and $z_i = 0$ for $i \in \overline{F} \setminus I$.

Theorem 4.2. The balanced uniform crossover operator is balanced, inheritance-respectful and order-unbiased.

Proof. Regarding balancedness, consider the substrings $x_I$ and $y_I$ in which the parents disagree. The 1-bits in $x_I$ are in one-to-one correspondence to the 0-bits in $y_I$, whence $|x_I| = |\overline{I}| - |y_I|$. If additionally $|x|_1 = |x_I| + |x_I|$ and $|y|_1 = |y_I| + |y_I|$ are equal, we have $|x_I| = |y_I|$. Then, $|\overline{I}|$ must be even and $|x_I| = |\overline{I}|/2$. Both things together imply $|z|_1 = |z_I| + |I| = |x_I| + |\overline{I}|/2 = |x|_1$.

The only other property that is possibly in doubt is the order bias. Let $\sigma$ be a permutation of $[n]$ and $F_\sigma$ the set of indices on which the perturbed strings $\sigma_b(x), \sigma_b(y)$ agree, $F_\sigma$ its complement. Note that $i \in F$ holds if and only if $\sigma(i) \in F_\sigma$, in particular, $|F| = |F_\sigma|$ and $|\overline{F}| = |F_\sigma|$. This means that for every $i \in [n]$ the probability of setting $z_i = 1$ given $x, y$ is equal to the probability of setting $z_{\sigma(i)} = 1$ given $\sigma_b(x), \sigma_b(y)$ and order unbiasedness follows. \hfill $\square$

The next theorem gives an alternative distributional characterization of the balanced uniform crossover.

Theorem 4.3. The output distribution of the balanced uniform crossover is the same as that of the uniform crossover conditioned on having $|z|_1 = \lfloor (|x|_1 + |y|_1)/2 \rfloor$ 1-bits in the output.

Proof. For all bit positions in $F$, the output bits of the balanced uniform crossover are the same as that of its regular counterpart, this holds even without the condition. For indices $i \in \overline{F}$, the operators differ in general. For the uniform crossover, $z_i = 1$ and $z_i = 0$ have the same probability. In other words, the set of 1-bits in that part of the output is a uniform random subset of $\overline{F}$. When conditioning on $|z|_1 = \lfloor (|x|_1 + |y|_1)/2 \rfloor$, this subset must have size

$$\left\lfloor \frac{|x|_1 + |y|_1}{2} \right\rfloor - |z_F|_1 = \left\lfloor \frac{|x_I| + |y_I|}{2} \right\rfloor = \left\lfloor \frac{|\overline{F}|}{2} \right\rfloor$$

\hfill $\square$

5 Optimizing without Crossover

Here, we first show that the (1+1) EA has a quadratic lower bound on $\text{BOUNDMAX}_B$, even if $n - B = O(1)$. For this case, we can then break this bound by introducing balanced mutation: the (1+1) SWAP-EA has an expected run time in $O(n \log(n))$. For the case $n - B = \Theta(n)$, however, the run time remains in $\Omega(n^2)$. We formalize both algorithms with Algorithm 1, where we obtain the standard (1+1) EA for $p_b = 0$ and the (1+1) SWAP-EA for $0 < p_b < 1$. In Section 6, we show how crossover can improve optimization time in this case.

Theorem 5.1 ([FRIEDRICH ET AL. 2020], Theorem 10). There exists a constant $0 < c < 1$ such that the (1+1) EA using only standard bit mutations takes expected time $\Omega(n^2)$ to optimize $\text{BOUNDMAX}_B$ under uniform constraint $B = cn$.

It is easy to verify that their proof remains valid for $B = cn$ for all constants $0 < c < 1$ and, in fact, even for $B = n - n^c$. Below, we extend this to the case that the bound differs from the maximum $n$ only by an additive constant, which is not covered by [Friedrich et al. 2020].

Proposition 5.2. For every positive integer constant $d$, the (1+1) EA using only standard bit mutation takes expected time $\Omega(n^2)$ to optimize $\text{BOUNDMAX}_B$ under uniform constraint $B = n - d$.
Algorithm 1: (1+1) (Swap-)EA

\texttt{x} \leftarrow \text{uniform choice from } \{0, 1\}^n \\
\textbf{while } \text{x is not optimum for } f \textbf{ do} \\
\hspace{1em} \textbf{if } p_b > \text{uniform choice from } [0, 1] \textbf{ then} \\
\hspace{2em} x' \leftarrow \text{swap mutation}(x) \\
\hspace{1em} \textbf{else } x' \leftarrow \text{standard uniform mutation}(x) \\
\hspace{1em} \textbf{if } f(x') \geq f(x) \textbf{ then } x \leftarrow x'

**Proof.** We first consider the case of \( d = 1 \) and accordingly consider \( B = n - 1 \). Recall that the bit positions with weight \( 1 + 1/n \) are “heavy” and others “light”, so, in this case, we have exactly one light bit. Our first goal is to show that, when the algorithm reaches the bound of \( B \) for the first time, the light bit is set to 1 with probability at least \( 1/2 \).

To this end, let \( X_t \) be the value of the light bit after \( t \) iterations of the algorithm and let \( T \) be the first time that the algorithm samples a search point with at least \( B \) many 1s. We show, by induction on \( t \),

\[
\forall t \leq T : \Pr[X_t = 1] \geq 1/2.
\]

This holds trivially for \( t = 0 \). Let now \( t < T \) be given with \( \Pr[X_s = 1] \geq 1/2 \). We abbreviate \( p = \Pr[X_s = 1] \). Let \( C_u \) be the event that the algorithm flips strictly more heavy bits from 0s to 1s than vice versa (going up), \( C_e \) the event that the flip of the algorithm flips the same number of heavy bits from 0 to 1 as vice versa (equal), and \( C_d \) that more bits are flipped from 0 to 1 than vice versa (down).

We have

\[
\Pr[X_{t+1} = 1] = p(1 - \Pr[C_u]/n) + (1 - p) \Pr[C_u \cup C_e]/n
\]

by considering the two possible cases for \( X_s \) in the law of total probability and seeing that flipping a light 0 bit up to 1 is rejected exactly in case of \( C_d \), and a flip of a light bit from 1 to 0 is accepted exactly in case of \( C_u \).

We use \( q_u = \Pr[C_u] \), \( q_e = \Pr[C_e] \) and \( q_d = \Pr[C_d] \) as abbreviations. Thus, we now have

\[
\Pr[X_{t+1} = 1] = p(1 - q_u/n) + (1 - p)(q_u + q_e)/n = p - pq_u/n + q_u/n + q_e/n - pq_u/n - pq_e/n
\]

\[
= p + (1 - 2p)q_u/n + (1 - p)q_e/n.
\]

First we consider the case \( p \geq 1/2 + 1/n \). From \((1 - 2p) \geq -1\), we get \((1 - 2p)q_u/n \geq -1/n\), giving \( p + (1 - 2p)q_u/n + (1 - p)q_e/n \geq p - 1/n \geq 1/2 \).

We now consider the case \( p < 1/2 + 1/n \).

Before we can proceed, we consider the probability that a specific heavy bit is 1; by symmetry, in any given iteration, this probability is the same for all bits (and by separability of the problem, the value of the different bits are stochastically independent). This probability starts with \( 1/2 \) at initialization. Focusing on the optimization of the heavy bits only, we see that the algorithm proceeds as if the (1+1) EA was optimizing OneMax on \( n - 1 \) bits with mutation probability of \( 1/n \): flipping the light bit can only change acceptance of the offspring if there is no impact on the heavy bits (only neutral steps might be discarded), which is not relevant for the optimization of OneMax. Thus, the probability that a specific heavy bit is 1 only increases over time, and is thus always at least \( 1/2 \).
Consider now an iteration of the algorithm in which it flips a set $S$ of heavy bits. We match any bit pattern that the current bit string might have on the bits $S$ with its complement and see that the one of the two where at least as many 1s as 0s are flipped is at least as likely as the other. This gives $q_u \leq q_d$, and, in particular, $q_u \leq (1 - q_e)/2$.

We continue the above equations using $q_u \leq (1 - q_e)/2$.

\[
p + (1 - 2p)q_u/n + (1 - p)q_e/n \geq p + (1 - 2p)(1 - q_e)/(2n) + (1 - p)q_e/n
\]

\[
\geq p - \frac{2}{n}(1 - q_e)/(2n) + (1/2 - 1/n)q_e/n = p - \frac{1}{n^2} + \frac{1}{2n}q_e.
\]

We have that $q_e \geq 1/e$, since the event that no heavy bit flips contributes to $C_e$. This shows that the last expression in the derivation above is at least $p$ for $n \geq 2e$, as desired.

Now we know that, when the (1+1) EA for the first time matches (or exceeds) the bound of $B$, the probability that the light bit is 1 is at least 1/2. Since, for any bit flip pattern that changes the current bit string into the all-1 bit string (exceeding $B$) there are many more likely bit flip patterns that do not exceed $B$, we get that, with constant probability, the first bit string with at least $B$ bits has exactly $B$ bits. Thus, in this case, the solution is suboptimal and only one particular 2-bit-flip can improve the fitness; the expected time for this 2-bit-flip to happen is $\Omega(n^2)$ as desired. The case of larger (but still constant) $d$ follows from the observation that for more light bits it is overall more likely to have at least one light bit set to 1, which means that still with constant probability the first solution at the boundary is not optimal, and still there are only constantly many 2-bit-flips which can improve. Also, it is still much more likely to reach the bound $B$ exactly than to overshoot it. □

Recall that the (1+1) SWAP-EA applies swap mutation in each round with probability $p_b$. Next, we prove that it outperforms the (1+1) EA if $n - B = O(1)$. To this end, we start with showing that the expected optimization time from the point on where the first individual with $B$ 1-bits is sampled is $O(B(n - B))$.

**Lemma 5.3.** For any $0 < p_b < 1$, consider the (1+1) SWAP-EA on BOUNDMAX$_B$ with uniform constraint $B$. Assume that the initial individual has exactly $B$ 1-bits and let $T$ be the random variable describing the number of steps until the algorithm finds the optimal solution. Then $E[T] \leq \frac{B(n-B)\pi^2}{6p_b}$.

**Proof.** We use the fitness level method to derive the upper bound. For this, consider the fitness-based partition $A_0, \ldots, A_B$ of $\{0, 1\}^n$ where $A_i$ is the set of bit strings that have exactly $i$ heavy 1-bits. Note that this partition is valid since the number of 1-bits in an offspring can neither increase nor decrease compared to its parent as we assume the process to start with an individual with exactly $B$ ones and thus a mutation that changes the number of 1-bits would decrease fitness and thus be rejected.

Let $p_i$ be a lower bound on the probability of jumping to a fitness level above $A_i$ assuming that the current individual is in $A_i$. Then, the fitness level method allows us to estimate an upper bound for $E[T]$ as $E[T] \leq \sum_{i=0}^{B-1} \frac{1}{p_i}$ (cf. Wegener 2002, Section 8 Lemma 1).

We show that the probability $p_i$ is lower-bounded by $p_i \geq p_b \frac{(B-i)^2}{B(n-B)}$. For this, consider a bit string $x \in A_i$ recall that it has $i$ heavy 1-bits. The swap mutation operator converts $x$ to a higher fitness level if it swaps one of the $B - i$ heavy 0-bits and one of the $B - i$ light 1-bits. There are $B$ 1-bits and $n - B$ 0-bits, since we start with an individual with $B$ 1-bits and cannot lose 1-bits as this would decrease fitness. Hence, an improving swap happens with probability $\frac{B-i}{B} \cdot \frac{B-i}{n-B} = \frac{(B-i)^2}{B(n-B)}$. Since the swap mutation operator is invoked with probability $p_b$, we obtain $p_i \geq p_b \frac{(B-i)^2}{B(n-B)}$. 

Using the fitness level method, this means $E[T]$ is at most

$$\sum_{i=0}^{B-1} \frac{1}{p_b} \leq \frac{B(n-B)}{p_b} \sum_{i=0}^{B-1} \frac{1}{(B-i)^2} = \frac{B(n-B)}{p_b} \sum_{i=1}^{B} \frac{1}{i^2} \leq \frac{\pi^2 B(n-B)}{6p_b}$$

since the series $\sum_{i=1}^{\infty} \frac{1}{i^2}$ converges to $\pi^2/6$ (the Basel problem). \qed

For the time until the first individual with $B$ 1-bits is sampled, we get the following upper bound. The proof extends the argument of Friedrich et al. [2020, Theorem 9] to the notion that using balanced mutation with constant probability only adds a constant factor.

**Lemma 5.4.** For any $0 \leq p_b < 1$, consider the (1+1) SWAP-EA on $\text{BOUNDMAX}_B$ with uniform constraint $B$. Let $T$ be the random variable describing the number of steps until the algorithm finds a solution with exactly $B$ 1-bits. Then, $E[T]$ is in $O(n \log(n))$.

**Proof.** This is shown for the standard (1+1) EA on OneMax under uniform constraint $B$ in [Friedrich et al. 2020, Theorem 9]. This proof is analogous for the optimization of the function $\text{BOUNDMAX}_B$ since any mutation flipping only a single 0-bit is accepted as long as the number of ones is strictly smaller than $B$. If the number of ones is larger than $B$, any mutation flipping only a single 1-bit is accepted. The run time of our algorithm that additionally uses balanced mutation is the same asymptotically since the balanced mutation does not change the number of ones and hence only contributes a constant factor to the run time. \qed

Combining Lemmas 5.3 and 5.4 now yields the following bounds.

**Theorem 5.5.** For any $0 < p_b < 1$, consider the (1+1) SWAP-EA on $\text{BOUNDMAX}_B$. Let $T$ be the random variable describing the number of steps until the algorithm finds the optimum. Assume that $p_b$ is constant and that $B = n - d$. If $d = O(\log(n))$, then $E[T]$ is in $O(n \log(n))$. If $d = \Omega(\log(n))$, $E[T]$ is in $O(nd)$.

**Proof.** The expected time until the first solution with exactly $B$ 1-bits is obtained is in $O(n \log(n))$ by Lemma 5.4.

From Lemma 5.3, it follows that the expected time until the optimum is reached from that point is at most $\frac{B(n-B)n^2}{6p_b}$. For $d = O(\log(n))$, this term is in $O(n \log(n))$, yielding a total expected optimization time of $O(n \log(n))$. For $d = \Omega(\log(n))$, the term is in $O(nd)$, which gives a total expected optimization time of $O(n \log(n) + nd) = O(nd)$. \qed

Next, we show that the run time bound of $O(n^2)$ for the case of $B = cn$ is tight by giving a matching lower bound. The proof is similar to that of [Friedrich et al. 2020, Theorem 10], which treated the case $p_b = 0$. We show that for the focal points of the analysis swap mutation does not help. In more detail, we prove that w.h.p. either $\Omega(n^2)$ iterations pass without finding the optimum or the process samples an individual with a constant, positive Hamming distance to the optimum. Fixing the last missing positions then takes quadratic time.

**Theorem 5.6.** For any constant $0 \leq p_b \leq 1$, consider the (1+1) SWAP-EA on $\text{BOUNDMAX}_B$. Let $T$ be the random variable describing the number of steps until the algorithm finds the optimum. There is a constant $0 < c < 1$ such that, for $B = cn$, it holds that $E[T] = \Omega(n^2)$.

**Proof.** We lean on the proof of Theorem 10 in [Friedrich et al. 2020], e.g., we consider the same bound $c = \frac{3}{4}$, whence the constraint is $B = \frac{7}{4}n$. The (1+1) EA samples an initial solution with at most $\frac{7}{4}n$ 1-bits w.h.p. due to a Chernoff bound. If $p_b = 1$, then the (1+1) SWAP-EA never reaches the optimum $x^*$ because a balanced operator cannot increase the number of 1-bits. We can thus assume $p_b < 1$. 
Note that the Hamming distance between the initial solution and the $x^*$ is linear in $n$. We claim that w.h.p. either $\Omega(n^2)$ iterations pass or a solution with Hamming distance between 4 and 8 to the optimal solution is sampled. Let $d$ denote that Hamming distance. In their proof, Friedrich et al. [2020] have shown that the probability of directly jumping from an individual with $d > 8$ to a solution with $d < 4$ is in $O(1/n^6)$ when employing only the standard mutation operator ($p_b = 0$). We note that any application of the swap mutation is also unable to skip the range, since it can reduce $d$ by 2 at most. The probability of skipping the range thus remains in $O(1/n^6)$ in our case. The probability that no such jump happens in the first $\Omega(n^2)$ iterations is therefore at least $1 - O(1/n^6)$.

We continue our analysis at the first point in time at which a solution with Hamming distance between 4 and 8 is sampled. Either the individual already has exactly $B$ 1-bits or we can apply the following argument to show that it reaches exactly $B$ 1-bits before reaching the optimum w.h.p. To this end, we prove that after $r = \frac{2 \ln(n)}{1 - p_b}$ iterations the sampled solution will have $B$ many 1-bits w.h.p. but has still not reached the optimum. Again, only standard mutation can increase the number of 1s. By once more employing a Chernoff Bound argument, we get that among $r$ iterations w.h.p. at least $\ln(n)$ standard mutation steps will happen. From here, we again refer to [Friedrich et al. 2020], where the probability for reaching exactly $B$ many 1-bits after $\ln(n)$ standard mutations is proven to be $1 - \frac{1}{n^\Omega(1)}$.

Conversely, we prove that w.h.p. the optimal solution $x^*$ is not sampled within these $r = \frac{2 \ln(n)}{1 - p_b}$ iterations for any constant $p_b$. Let $4 \leq d \leq 8$ be the number of wrong bits in the current solution $x$, i.e., the Hamming distance between $x$ and $x^*$. To sample $x^*$, at least these $d$ bits have to change their value at least once. Let $p_{flip}$ be an upper bound on the probability of flipping any specified bit in an iteration. Then the probability to never flip a certain bit in $r$ iterations is at least $(1 - p_{flip})^r$. Now the probability to not flip all of the $d$ incorrect bits in $r$ iterations is at least $1 - (1 - (1 - p_{flip})^r)^d$. When standard bit mutation is applied, we get $p_{flip} \geq \frac{1}{2}$. For swap mutation, the probability of flipping a 1-bit is at most $\frac{1}{B}$, and the probability of flipping any specific 0-bit is at most $\frac{1}{n - B} = \frac{1}{n - cn} = \frac{4}{n}$, which is greater than $\frac{1}{n}$ and $\frac{1}{2} = \frac{4}{3n}$. Hence, we safely assume $p_{flip} = \frac{4}{n}$. By Bernoulli’s inequality, we get that the probability of not flipping all $d$ wrongly set bits is

$$1 - (1 - (1 - p_{flip})^r)^d \geq 1 - \left(1 - \left(1 - \frac{4}{n}\right)^r\right)^d \geq 1 - \left(\frac{4r}{n}\right)^d \geq 1 - \left(\frac{8 \ln(n)}{(1 - p_b) \cdot n}\right)^4 \geq 1 - \frac{8^4 \ln(n)^4}{(1 - p_b)^4 \cdot n^4} = 1 - O\left(\frac{1}{n^3}\right).$$

We have established that the algorithms either runs for $\Omega(n^2)$ iterations or reaches a solution that has exactly $B$ 1-bits but is not optimal. Namely, it has a Hamming distance to $x^*$ between 4 and 8. This part even holds with high probability. To show $E[T] = \Omega(n^2)$ over all, it suffices to prove that from this point to an optimal solution requires expected quadratic time. Note that in the current situation we have 2 to 4 incorrect heavy 0-bits and the same number of incorrect light 1-bits. We assume that every mutation of the bit string that reduces the Hamming distance is accepted. For standard bit mutation to achieve this, it must flip at least one of the heavy 0-bit and one light 1-bit at the same time. The chances for this event are maximum if there are 4 incorrect bits to choose in each block, but even then the probability is at most $\frac{16}{n^2}$. Similarly, regarding swap mutation the chance of an improvement is at most $\frac{4}{B} \cdot \frac{4}{n - B} = \frac{16}{cn(n - cn)} = \frac{256}{3n^2}$. In both cases, even a single improvement already requires an optimization time in $\Omega(n^2).$

\[\square\]

Throughout this proof we use the more common term “flipping” to indicate the change of a bit value, regardless of whether it is by standard bit mutation or swapping.
Algorithm 2: $(\mu + 1)$ Single-Island Receiver Model

\[ x_1, \ldots, x_\mu, y \leftarrow \text{independent, uniform choices from } \{0, 1\}^n \]

\[ \text{while } y \text{ is not optimum for } f \text{ do} \]

\[ \text{foreach } x_i \text{ do} \]

\[ x'_i \leftarrow \text{mutate}(x_i) \]

\[ \text{if } f(x'_i) \geq f(x_i) \text{ then } x_i \leftarrow x'_i \]

\[ x_{i_1}, x_{i_2} \leftarrow \text{independent, uniform choices from } \{x_1, \ldots, x_\mu\} \]

\[ y' \leftarrow \text{crossover}(x_{i_1}, x_{i_2}) \]

\[ \text{if } f(y') \geq f(y) \text{ then } y \leftarrow y' \]

We have hence shown that swap mutation is superior to balanced mutation for \textsc{BoundMax}_B at least if \( n - B = O(1) \) since then, the number of possible outcomes of swap mutation is small. However, this advantage vanishes if \( n - B = \Theta(n) \) (Theorem 5.6) as this results in a significantly higher number of possible mutation outcomes.

6 OPTIMIZATION WITH CROSSOVER

We are interested whether crossover can break the quadratic barrier for \textsc{BoundMax}_B. For this, we analyze different scenarios. We start with a $(2 + 1)$ single-receiver island model as described in [Watson and Jansen 2007] with unbalanced as well as balanced uniform crossover. We then extend our analysis to a $(3 + 1)$ single-receiver island model with majority vote crossover, see [Friedrich et al. 2016].

In the $(\mu + 1)$ single-receiver island model, $\mu$ instances of the $(1+1)$ EA are running independently on their own island using standard mutation. After each iteration, crossover is applied to two randomly selected residents of these $\mu$ islands. The offspring replaces the resident on the receiver island if it has at least the same fitness. See Algorithm 2 for a formalization. In the case of majority vote crossover, three instead of two out of $\mu$ individuals are chosen. Our analysis focuses on the cases $\mu = 2$ and $\mu = 3$, respectively, as it would not benefit from a larger population.

After analyzing the island models, we consider the $(\mu + 1)$ GA with balanced uniform crossover and a diversity mechanism (Algorithm 3). In this setting, a population of $\mu$ individuals is maintained whereby in each iteration, one offspring is created. This happens with probability $p_c$ by means of crossover on two randomly chosen individuals, and otherwise by means of standard mutation on a randomly selected individual. Out of the $\mu + 1$ individuals at the end of each iteration, one individual with lowest fitness is removed. Ties are broken according to a rule aimed at increasing diversity. We use \emph{Hamming-distance maximization}, where an individual is chosen such that the sum of the pairwise Hamming distances of the remaining population is maximized. We refer to [Dang et al. 2016, Section 4.2] for details. Again, we focus on $\mu = 2$.

At the end of the section, we analyze a variant of the $(2+1)$ GA that incorporates both balanced (uniform) crossover and balanced (swap) mutation. We call it the $(2+1)$ \emph{Swap-GA}. Here, in each iteration, crossover is applied with probability $p_c$ and otherwise it performs balanced mutation with probability $p_b$ and unbalanced mutation else.

A summary of our results can be found in Table 1. It turns out that for cardinality constraints that satisfy $n - B = \Theta(n)$, crossover provides polynomial gains over the performance of the $(1+1)$ \emph{Swap-EA}, all the way down to an expected running time of $O(n \log(n))$ for the $(2+1)$ GA.
Algorithm 3: (2+1) GA. Selection ties are broken by maximizing the Hamming distance.

\[
x_1, x_2 \leftarrow \text{independent, uniform choices from } \{0, 1\}^n
\]

\[
\text{while neither } x_1 \text{ nor } x_2 \text{ is optimum for } f \text{ do}
\]

\[
\text{if } p_c > \text{uniform choice from } [0, 1] \text{ then}
\]

\[
y \leftarrow \text{crossover}(x_1, x_2)
\]

\[
\text{else}
\]

\[
x \leftarrow \text{uniform choice from } \{x_1, x_2\}
\]

\[
y \leftarrow \text{mutate}(x)
\]

\[
\{x_1, x_2\} \leftarrow \text{maximum-fitness subset of } \{x_1, x_2, y\}
\]

as well as the (2+1) Swap-GA. If, however, \( B \) is additively close to \( n \) (i.e., \( n - B = O(1) \)), then we show that not even the (2+1) GA can be better than quadratic. This is in stark contrast to the (1+1) Swap-EA optimizing those instances in time \( O(n \log(n)) \) without any crossover (Theorem 5.5). The (2+1) Swap-GA, which combines the advantages of both balanced crossover and mutation, indeed maintains its superior performance also for \( n - B = O(1) \).

6.1 (2+1) Island Model with (Balanced) Uniform Crossover

We show that the run time is reduced from \( O(n^2) \) for the (1+1) Swap-EA to \( O(n^2/\log(n)) \) in this setting. For this, we divide the optimization process into two stages. First we wait until the individuals on all non-receiver-islands have \( B \) 1-bits and only a certain number of heavy 0-bits. This step is captured in Lemma 6.1. Then, we analyze the time it takes the crossover to sample the optimum given that we have passed the first stage. We note that our fitness function ensures that we never go back to the first stage.

**Lemma 6.1.** Consider the (1+1) EA using only standard mutations on BoundMax\(_B\) starting with an individual with exactly \( B \) 1-bits. Let \( T \) be the random variable describing the number of steps until the algorithm finds a solution with at most \( k \in \mathbb{N}^+ \) heavy 0-bits. Then, \( E[T] \) is in \( O\left(\frac{n^2}{k}\right) \).

**Proof.** We find an upper bound by employing the fitness level method with fitness levels \( A_{\leq k}, A_{k+1}, \ldots, A_B \), where \( A_i \) is the set of bit strings with \( i \) heavy 0-bits and \( A_{\leq k} \) contains all bit strings with at most \( k \) such bits. Note that the partition is not over all bit strings of length \( n \) but only over those with exactly \( B \) 1-bits as we assume that the optimization starts with one such individual. The initial solution is at worst in \( A_B \) and we are interested in the time until a solution in \( A_{\leq k} \) is first sampled.

Let \( p_i \) be the probability of leaving the fitness level \( A_i \) in an iteration. We show that \( p_i \geq \frac{i^2}{en^2} \). To leave the level \( A_i \), it suffices to flip one of the \( i \) heavy 0-bits as well as one of the \( i \) light 1-bits while leaving all other bits unchanged. The probability for this event is \( \frac{i}{n} \cdot \frac{i}{n} \cdot \left(1 - \frac{i}{n}\right)^{n-2} \geq \frac{i^2}{en^2} \).

We now apply the fitness level method to find the desired upper bound. Let \( T' \) be the random variable denoting the number of iterations to reach level \( A_{\leq k} \). We get

\[
E[T'] \leq \sum_{i=k+1}^{B} \frac{1}{p_i} \leq \sum_{i=k+1}^{B} \frac{en^2}{i^2} = en^2 \sum_{i=k+1}^{B} \frac{1}{i^2}.
\]
Then we use the integral to bound the sum. Because $\frac{1}{i^2}$ is strictly decreasing and we decrease the lower end by one, we get a valid upper bound of

$$E[T'] \leq en^2 \int_{k+1}^{B} i^{-2} di = en^2 \left[ -1 \cdot i^{-1} \right]_k^B = en^2 \left( \frac{1}{B} + \frac{1}{k} \right).$$

This implies a total run time in $O\left( \frac{n^2}{k} \right)$.

In order for crossover to be able to create the optimal solution, we need the individuals $x$ and $y$ on the first two islands to be free of so called blocking bits. We define a blocking bit as a position $i$ such that $x_i = y_i = 0$ if $i \leq B$ and $x_i = y_i = 1$ if $i > B$. Intuitively, a blocking bit is a position for which both individuals differ from the optimal solution. By counting the possibilities to remove a blocking bit by means of flipping two bits, one gets an estimate for the probability to remove blocking bits.

**Lemma 6.2.** Let $x, y \in \{0, 1\}^n$ be two individuals that both have exactly $B$ 1-bits where $B = cn$ for some constant $0 < c < 1$. Assume further that both $x$ and $y$ have at most $i = o(n)$ heavy 0-bits and there is at least one blocking bit. The probability that a standard mutation on one of $x$ and $y$ removes a blocking bit without decreasing fitness is at least $\min\left( \frac{c(1-c)}{2en} \right)$ for large enough $n$.

**Proof.** We consider the event that a blocking bit is removed by only swapping the blocking bit with another bit in the same block of the chosen individual $x$. If the blocking bit is a heavy bit of $x$, the bit that it is swapped with must be at a position where both $x$ and $y$ have a 1-bit as otherwise the number of blocking bits would remain unchanged. Analogously, if the blocking bit is light, its swap partner must be at a position for which both individuals are 0. We call such bits suitable bits. Since $x$ and $y$ have at most $i$ heavy 0-bits and hence at most $i$ light 1-bits each, there are at least $B - 2i = cn - 2i$ suitable heavy bits and $n - B - 2i = (1 - c)n - 2i$ suitable light bits. The probability $p$ of removing a blocking bit hence becomes

$$p \geq \frac{\min\left( \frac{c(1-c)}{2en} \right)}{n^2} \left( 1 - \frac{1}{n} \right)^{n-2} \geq \frac{\min\left( \frac{c(1-c)}{en} \right) - \frac{2i}{en^2}}{n^2}$$

since $i = o(n)$, we have $\frac{2i}{en^2} = o\left( \frac{1}{n} \right)$ and hence $p \geq \frac{\min\left( \frac{c(1-c)}{2en} \right)}{n^2}$ for large enough $n$.  

Next, we analyze the probability that, assuming the parent individuals are free of blocking bits, balanced uniform crossover samples the optimal solution.

**Lemma 6.3.** Let $x, y \in \{0, 1\}^n$ be two individuals without blocking bits that both have exactly $B$ 1-bits and Hamming distance $h$. For any $z \in \{0, 1\}^h$, the sampling probability $p(z \mid x, y)$ of the balanced uniform crossover is either 0 or $O\left( \frac{1}{\sqrt{h}2^h} \right)$.

**Proof.** Note that for each heavy bit position $i$ on which $x$ and $y$ agree, we have $x_i = y_i = 1$ as otherwise there would be blocking bits. Let $k$ be the number of heavy bits in which the individuals differ. Since both have $B$ 1-bits, the number of differing light bits is also $k$. Each position in the light block for which one of the individuals is 1 is a differing position as otherwise there would be blocking bits. We thus have $h = 2k$ for the Hamming distance. Among those $h$ positions, both $x$ and $y$ have $k$ 1-bits and $k$ 0-bits.

The balanced uniform crossover chooses exactly $k$ 1-bits at the differing positions with each of the $\binom{k}{h}$ possible outcomes being equally likely. We lower-bound the probability $1/\binom{2k}{k}$ via Stirling’s approximation as $\sqrt{\pi k}/2^{2k}$ via the following computation.
To lower-bound the probability \( \frac{1}{\binom{2k}{k}} \), we give an upper bound for \( \binom{2k}{k} = (2k)!/(k!)^2 \). Using Stirling’s approximation, we get

\[
\sqrt{2\pi n} \left( \frac{n}{e} \right)^n e^{\frac{1}{2} \frac{n}{e}} \leq n! \leq \sqrt{2\pi n} \left( \frac{n}{e} \right)^n e^{\frac{1}{2} \frac{n}{e}}.
\]

This yields

\[
\binom{2k}{k} \leq \frac{\sqrt{4\pi k} \left( \frac{2k}{e} \right)^{2k} e^{\frac{1}{2k}}}{\left( \sqrt{2\pi k} \left( \frac{k}{e} \right)^k e^{\frac{1}{2k}}} \leq \frac{2^{2k}}{\sqrt{\pi k}}.
\]

The last step uses \( \frac{1}{2k} - \frac{2}{12k^2} \leq 0 \). As \( k = h/2 \), we get that the crossover finds any specific solution with probability at least \( \sqrt{\frac{\pi}{2\pi}} \).

With this, we derive the following upper bound for the \((2+1)\) single-receiver island model. It is independent of whether the balanced uniform crossover or the regular variant is used. The idea is to first estimate the time until both individuals have \( B \) 1-bits and at most \( \log_2 (n/4) \) heavy 0-bits by using Lemmas 5.4 and 6.1. Then, drift analysis is employed on a potential function reflecting the number of blocking bits as well as the probability of the crossover sampling the optimum given that there are no more blocking bits, by employing Lemmas 6.2 and 6.3.

**Theorem 6.4.** The expected optimization time of the \((2+1)\) single-receiver island model using (balanced) uniform crossover for \textsc{BoundMax}_B with \( B = cn \) for any constant \( 0 < c < 1 \) is \( O \left( \frac{n^2}{\log(n)} \right) \).

**Proof.** We analyze three stages separately. The first one is the run time until both EA islands have an individual with \( B \) 1-bits and at most \( \log_2 (n/4) \) heavy 0-bits. Secondly, we look at the time until there are no blocking bits, and the third stages is the time until the balanced uniform crossover samples the optimal solution from individuals without blocking bits.

From Lemmas 5.4 and 6.1 we get that each EA island produces an individual with \( B \) 1-bits and at most \( \log_2 (n/4) \) heavy 0-bits in \( O \left( n \log(n) + \frac{n^2}{\log(n)} \right) \) iterations. The time until both EA islands have reached this point is at most twice as long, yielding the same asymptotic runtime.

Assuming two individuals with at most \( \log_2 (n/4) \) heavy 0-bits, we now employ drift analysis over the number of blocking bits to analyze how long it takes until there are no blocking bits left. Let therefore \( X_t \) be the potential in iteration \( t \). We define the potential to be 0 if the optimal solution is on the receiver island. Otherwise, the potential is

\[
X_t = i \cdot \frac{2en}{\min(c, 1-c)} + n,
\]

where \( i \) is the number of blocking bits. We upper-bound the expected change in potential for each iteration, given \( i \).

**Negative drift.** The potential increases only if a 1-bit and a 0-bit within a block of one individual are flipped where the other individual has the respective inverted bit as follows. If a bit is the same in both parents, swapping it with another bit would at best create a blocking bit while also removing a blocking bit. Swapping bits between blocks would be rejected if a blocking bit was created because the fitness decreases. Because both individuals have at most \( \log_2 (n/4) \) heavy 0-bits and respectively \( \log_2 (n/4) \) light 1-bits, either block of one parent has at most \( \log_2 (n/4) \) bits that can be swapped. The probability of this event is at most \( \frac{\log_2(n/4)}{\log_2(n)} \) and it increases the potential by at most \( \frac{2en}{\min(c, 1-c)} \).


for with a constant factor \( \gamma \). Therefore, the resulting negative drift is 
\[
\frac{2\varepsilon n}{\min(c,1-c)} \cdot \gamma \frac{\log^2(n)}{\ln n} = o(1)
\]
and approaches 0 for large \( n \).

Positive drift for \( i > 0 \). The potential decreases by 
\[
\frac{2\varepsilon n}{\min(c,1-c)}
\]
for each blocking bit that is removed. If there is any blocking bit, we get from Lemma 6.2 that a blocking bit is removed with probability at least
\[
\frac{\min(c,1-c)}{2\varepsilon n}
\]. The overall positive drift for \( i > 0 \) is therefore at least 1.

Positive drift for \( i = 0 \). For the last stage, we now lower bound the probability of creating the optimal solution in the crossover given that there are no blocking bits. At this point, individuals with at most \( \log_2(n)/4 \) heavy 0-bits have been sampled on both islands and any individual with more 0-bits has been rejected. With at most \( \log_2(n)/4 \) heavy 0-bits, both current individuals have at most \( \log_2(n)/2 \) bits that differ from the optimal solution. They therefore differ from one another in at most \( \log_2(n) \) bits. We get from Lemma 6.3 with \( m = \log_2(n) \) that balanced uniform crossover samples the optimal solution at this point with a probability of at least
\[
\sqrt{\frac{\log_2(n)}{n}} = \sqrt{\frac{\log_2(n)}{n}}.
\]
For (unbalanced) uniform crossover, the optimal solution is sampled with probability \( 1/2^m \). Hence, we get for large enough \( n \), that the probability of sampling the optimal solution for both operators is at least \( 1/2^m = 1/n \). Since the potential reduces by \( n \) when the optimal solution is sampled, this results in a positive drift of at least 1.

Hence, there is a constant \( \delta > 0 \) such that the drift
\[
E[X_t - X_{t+1} \mid X_t = s] \leq \delta
\]
by applying the additive drift theorem, we therefore get an expected run time of at most
\[
\delta \cdot \left( \log_2(n) \frac{2\varepsilon n}{\min(c,1-c)} + n \right)
\]
when starting with solutions that have at most \( \log_2(n) \) blocking bits. This is in \( O(n \log(n)) \). The overall run time is then
\[
O\left( \frac{n^2}{\log(n)} + n \log(n) \right) = O\left( \frac{n^2}{\log(n)} \right).
\]
\( \square \)

We further prove an identical lower bound. Lemma 6.6 gives a lower bound in cases where the first solution with \( B \) 1-bits has few 0-bits. Theorem 6.7 derives a general lower bound. The following lemma bounds the probability \( v_i \) required for the fitness level method.

**Lemma 6.5.** Consider the (1+1) EA using only standard mutation on \( \text{BOUNDMAX}_B \) with cardinality constraint \( B = cn \) for some constant \( c > 0 \). Then the following two statements hold.

(i) If the optimization starts with an individual with exactly \( B \) 1-bits and \( b \) heavy 0-bits, then, for all \( 0 \leq i < b \), the probability \( v_i \) that there is an iteration such that the current individual has exactly \( i \) heavy 0-bits is at least \( 1 - \frac{e^i}{2^n} \).

(ii) If the optimization starts with an individual with \( b > B \) 1-bits, then the probability \( v \) that there is an iteration such that the current individual has fewer than \( B \) 1-bits before the first individual with exactly \( B \) 1-bits is sampled is at most \( \frac{B}{n} \).

**Proof.** For the first statement, we define the fitness levels \( A_0, A_1, \ldots, A_B \), where \( A_i \) is the set of bit strings of length \( n \) with \( i \) heavy 0-bits and \( B \) 1-bits. Note that these fitness levels partition the set of all individuals reachable in the process since no individual with less than \( B \) 1-bits is ever accepted. We further use the notation \( A_{\leq i} \) to describe the set \( A_0 \cup A_1 \cup \ldots \cup A_i \).

We denote by \( A_j \rightarrow A_{\leq i} \) the event that the process jumps, in one iteration, from the current individual being in \( A_j \) to a state in which the individual is in \( A_{\leq i} \). As shown by Doerr and Kötzing [2021, Lemma 3.10], if we can prove for a \( q \in [0,1] \) that satisfies \( \Pr[A_j \rightarrow A_j \mid A_j \rightarrow A_{\leq i}] \geq q \) for all \( j > i \), then \( q \) is a valid lower bound for the probability \( v_i \). Equivalently, if we find a \( q' \) such that
\[
\Pr[A_j \rightarrow A_{\leq i-1} \mid A_j \rightarrow A_{\leq i}] \leq q',
\]
then this implies \( v_i \geq 1 - q' \).

We therefore estimate
\[
\Pr[A_j \rightarrow A_{\leq i-1} \mid A_j \rightarrow A_{\leq i}] = \frac{\Pr\left((A_j \rightarrow A_{\leq i-1}) \cap (A_j \rightarrow A_{\leq i})\right)}{\Pr[A_j \rightarrow A_{\leq i}]} = \frac{\Pr[A_j \rightarrow A_{\leq i-1}]}{\Pr[A_j \rightarrow A_{\leq i}]}.
\]

In order to jump from $A_j$ with $j > i$ to $A_{\leq i}$, at least $j - i$ heavy 0-bits need to be “swapped”, i.e., flipped at the same time, with $j - i$ light 1-bits in a single iteration. The probability that this occurs for a fixed set of $j - i$ heavy 0-bits and $j - i$ light 1-bits is $n^{-2(j-i)}$. A union bound over all choices of such pairs of sets gives $\Pr[A_j \rightarrow A_{\leq i}] \leq \left(\frac{j}{j-i}\right)^2 n^{-2(j-i)}$.

On the other hand, swapping any set of $j - i$ heavy 0-bits with any set of $j - i$ light 1-bits and not changing any other bit is sufficient to jump from $A_j$ to $A_{\leq i}$, so

$$\Pr[A_j \rightarrow A_{\leq i}] \geq \left(\frac{j}{j-i}\right)^2 \frac{1}{n^{2(j-i)}} \left(1 - \frac{1}{n}\right)^{n-2(j-i)} \geq \left(\frac{j}{j-i}\right)^2 \frac{1}{2en^2(j-i)}.$$ 

In conclusion,

$$\Pr[A_j \rightarrow A_{\leq i-1} \mid A_j \rightarrow A_{\leq i}] \leq \left(\frac{j}{j+i+1}\right)^2 n^{-2(j-i+1)} \leq \left(\frac{j}{j-i}\right) \frac{2en^2(i-j)}{(j-i+1)^2 n^2} \leq \frac{ei^2}{2n^2},$$

where the last step holds for all $i < j$ as then $j - i + 1 \geq 2$.

For the second statement, we instead define the fitness level $A_i$ as the set of bit strings with exactly $i$ 1-bits for all $0 \leq i \leq n$. To bound the probability of ever jumping from a level $A_j$ with $j > B$ to a level with $i < B$, we note that for any $j > B$, $\Pr[A_j \rightarrow A_{\leq i}] \leq \left(\frac{j}{j-i}\right) n^{-2(j-i)}$ which follows by an analogous argument as above, now the $j-i$ bits only need to be flipped not swapped. Similarly, we obtain for any $j > B$, $\Pr[A_j \rightarrow A_{\leq i}] \geq \left(\frac{j}{j-i}\right) n^{-2(j-i)}/(2e)$ and thus

$$\Pr[A_j \rightarrow A_{\leq i-1} \mid A_j \rightarrow A_{\leq i}] \leq \left(\frac{j}{j-i}\right) \frac{2en^{i-1}}{(j-i+1)n} \leq \frac{ei}{n}.$$ 

Inserting $i = B$ concludes the proof. \qed

In the next lemma, we use the above findings to derive a lower tail bound on the number of steps needed to reduce a solution with exactly $B$ 1-bits and $b$ heavy 1-bits to a solution with $a$ heavy 1-bits. Our method is similar to that used by Witt [Witt 2014]. However, the bounds in [Witt 2014] are not applicable directly to our case so we use a modified version.

**Lemma 6.6.** Consider the (1+1) EA using only standard mutation on BOUNDMAX$_B$ with cardinality constraint $B = cn$, for some constant $c > 0$, optimizing an individual with exactly $B$ 1-bits and $b$ heavy 0-bits. Let $T$ be the random variable describing the number of steps until the algorithm finds a solution with at most $a$ heavy 0-bits. If $b = o(n)$, $a \geq 1$, and $b = \omega(a)$, then $E[T] \geq (1 - o(1)) \frac{n^2}{a+1}$ and

$$\Pr \left[ T \leq \frac{n^2}{2e(a+1)} \right] \leq \exp\left(\frac{-a}{8e}\right) + \frac{eb^3}{2n^2}.$$ 

**Proof.** To bound the expectation of $T$, we employ the fitness level method for lower bounds from [Doerr and Kötzing 2021]. We define the fitness levels $A_{\leq a}, A_{a+1}, \ldots, A_B$, where $A_i$ is the set of $n$-bit strings with exactly $B$ 1-bits and $i$ heavy 0-bits. Set $A_{\leq a}$ contains all bit strings with exactly $B$ 1-bits and at most $a$ heavy 0-bits. Again, the levels partition the relevant search space.

We are interested in the time until a solution in $A_{\leq a}$ is sampled for the first time. Let $p_i$ be the probability of leaving the fitness level $A_i$ in one iteration. Because at least one heavy 0-bit and one light 1-bit needs to be flipped simultaneously for that, we get $p_i \leq \frac{1}{n^2}$.

Furthermore, let $v_i$ be the probability of ever visiting level $A_i$ when starting in $A_b$. Lemma 6.5 (i) gives $v_i \geq 1 - \frac{c_i}{n^2}$ which is lower bounded by $1 - o(1)$ for all $i \leq b = o(n)$. The fitness level method
implies $E[T] \geq \sum_{i=a+1}^{b} \frac{\mu_i}{p_i} \geq (1-o(1)) \sum_{i=a+1}^{b} \frac{n^2}{a+1}$. We use an integral to bound the sum.

$$E[T] \geq (1-o(1))n^2 \int_{a+1}^{b} x^{-2} \, dx = (1-o(1))n^2 \left[-x^{-1}\right]_{a+1}^{b}$$

$$= (1-o(1))n^2 \left(\frac{1}{b} + \frac{1}{a+1}\right) = (1-o(1)) \left(1 - \frac{a+1}{b}\right) \frac{n^2}{a+1} = (1-o(1)) \frac{n^2}{a+1},$$

where we used $b = o(a)$.

We now turn to the probability bound in the second part of the lemma. Recall that we derived above that the probability of skipping level $A_i$ is at most $\frac{e^2}{2n^2}$. We show that likely none of the levels $A_i$ for $a \leq i \leq b$ are skipped. We denote this event by $E$. Conditioned on $E$, the time spent in each of these levels is an independent geometric random variable. We subsequently apply a Chernoff bound on their sum. First note that, by a union bound, we get that the probability of skipping any of the levels $A_i$ for $a \leq i \leq b$ is

$$\Pr\left[\overline{E}\right] \leq \sum_{i=a}^{b} \frac{e^2}{2n^2} \leq \frac{eb^3}{2n^2}.$$  

Denote by $T_i$ the (random) time spent in level $A_i$. Conditioned on $E$, each $T_i$ (for $a \leq i \leq b$) is an independent geometric random variable with success probability $p_i \leq \frac{2}{n^2}$. Indeed, if level $A_i$ is visited, the number of steps spent there and the index of the next level visited after $A_i$ are in fact independent. Thus, conditioning on the event that the level visited after $A_i$ is $A_{i-1}$ for all $i$ does not influence the number of time spent in each level.

Accordingly, conditioned on $E$, we have that $T = \sum_{i=a}^{b} T_i$ where each $T_i$ is an independent geometric random variable and $E[T \mid E] = \sum_{i=a}^{b} \frac{1}{p_i} \geq \sum_{i=a}^{b} \frac{n^2}{i^2} = (1-o(1)) \frac{n^2}{a+1}$ as shown above. Let $p_{\min} = \min\{p_1, p_2, \ldots, p_n\}$. We refer to Janson [Janson 2018, Theorem 3.1], who showed that if $X$ is a sum of independent geometric variables $X_i$ with success probability $p_i$, then for any $\lambda < 1$ we have,

$$\Pr[X \leq \lambda E[X]] \leq \exp \left(-p_{\min} E[X] (\lambda - 1 - \ln(\lambda))\right).$$

In our case $p_{\min} \geq \frac{a^2}{2en^2}$ and $E[T \mid E] \geq \frac{n^2}{2(a+1)}$, thus choosing $\lambda = e^{-2}$ gives

$$\Pr\left[T \leq \frac{n^2}{2e^2(a+1)} \mid E\right] \leq \exp \left(-\frac{a^2}{4e(a+1)} (e^{-2} - 1 + 2)\right) \leq \exp \left(-\frac{a}{8e}\right),$$

where we used that $a \geq 1$, whence $a+1 \leq 2a$. Let $\mathcal{T}$ abbreviate the event that $T \leq n^2/2e^2(a+1)$.

$$\Pr[\mathcal{T}] = \Pr[\mathcal{T} \mid \overline{E}] \cdot \Pr[\overline{E}] + \Pr[\mathcal{T} \mid E] \cdot \Pr[E] \leq \Pr[\mathcal{T} \mid \overline{E}] + \Pr[\overline{E}]$$

$$\leq \exp \left(-\frac{a}{8e}\right) + \frac{eb^3}{2n^2}. \quad \Box$$

Using the last two preparatory lemmas, we now present a lower bound on the expected running time of our island model that matches the upper bound in Theorem 6.4. Note that we prove Theorem 6.7 below only for balanced uniform crossover while Theorem 6.4 also holds for the unbalanced version. We believe that the lower bound can be generalized but this may involve a more tedious case distinction.

**Theorem 6.7.** There exists a constant $0 < c < 1$ such that the expected optimization time of the $(2+1)$ single-receiver island model using balanced uniform crossover for $\text{BOUNDMAX}_B$ with cardinality constraint $B = cn$ is in $\Omega\left(\frac{n^2}{\log(n)}\right)$.  

Proof. We choose \( c = 1/8 \) and show that there is at least a constant probability that the optimal solution is not sampled within the first \( rn^2/\log(n) \) iterations, where \( r \) is a constant to be fixed later.

Note that balanced crossover can only sample the optimal solution if both parent individuals have exactly \( B \) 1-bits. We show that with constant probability on both non-receiver islands the first individual with exactly \( B \) 1-bits has a linear number of heavy 0-bits. We then use the tail bound from Lemma 6.6 to show that in the following \( rn^2/\log(n) \) iterations (again with constant probability) no individual with at most \( \log(n) \) heavy 0-bits is sampled. We finally show that, under this condition, it is sufficiently unlikely that crossover creates the optimum solution in this phase.

Fix some non-receiver island. We claim that with constant probability, the individual on the island does not achieve a state with exactly \( B \) 1-bits and at most \( \log(n) \) heavy 0-bits within the first \( rn^2/\log(n) \) iterations. By a Chernoff bound, we get that the first sampled individual has more than \( B = n/8 \) 1-bits w.h.p. Then, by Lemma 6.5 (ii), the probability of ever jumping from a state with \( j > B \) 1-bits to a state with \( i < B \) 1-bits before the first individual with exactly \( B \) 1-bits is sampled is at most \( \frac{e}{2n} = \frac{c}{n} \). Hence, with probability at least \( (1 - o(1))(1 - e/8) \), the first individual with exactly \( B \) 1-bits on our island is obtained before the first individual with strictly less than \( B \) 1-bits is sampled. In this case, no bias regarding the number of heavy 1-bits can occur and thus the first time our individual has exactly \( B \) 1-bits, these bits are distributed uniformly within the bit string. By another Chernoff bound, the number of heavy 0-bits is thus linear in \( n \) w.h.p.

Now we get from Lemma 6.5 (i) that the probability of never obtaining an individual with \( i = n/8 \) heavy 0-bits when starting with linearly many heavy 0-bits is at most \( \frac{e}{2n} = o(1) \). We thus get that with probability at least \( (1 - o(1))(1 - e/8) \), there is an iteration in which our individual has \( n/8 \) heavy 0-bits. We show that from this point forward, with probability \( 1 - o(1) \), the number of heavy 0-bits after \( rn^2/\log(n) \) iterations is still greater than \( \log(n) \). Denoting by \( T \) the (random) number of steps until there are at most \( a = \log(n) \) heavy 0-bits when starting at \( b = \sqrt{n} \) heavy 0-bits, we get from the tail bound in Lemma 6.6 that

\[
\Pr \left[ T > \frac{n^2}{2e^2(\log(n) + 1)} \right] \geq 1 - \exp \left( \frac{-\log(n)}{8e} \right) - \frac{e}{2\sqrt{n}} = 1 - o(1). 
\]

In total, with probability at least \( (1 - o(1))(1 - e/8) \), our individual still has more than \( \log(n) \) heavy 0-bits after \( rn^2/\log(n) \) iterations, where \( r = \frac{1}{8e} \). Accordingly, the probability that this does not occur on one island is in \( \Omega(1) \) and, as both islands are independent, with probability in \( \Omega(1) \) it occurs on both islands.

Conditioned on this event, we show that the probability that balanced crossover samples the optimal solution within these first \( rn^2/\log(n) \) iterations is \( o(1) \). Again, the probability that crossover samples the optimum is 0 until both individuals on the non-receiver islands have exactly \( B \) 1-bits. The first time both these individuals have exactly \( B \) 1-bits, we may now assume that for the following \( rn^2/\log(n) \) iterations, both individuals have at least \( \log(n) \) heavy 0-bits and thus their Hamming distance is at least \( 4 \log(n) \) assuming that they are free of blocking bit positions (positions at which both individuals have a heavy 0-bit or a light 1-bit), which we may freely assume as otherwise the probability of sampling the optimum by means of crossover is 0 due to the inheritance respectfulness of our operator. Thus, by Lemma 6.3, the probability that the optimum is not sampled within the first \( rn^2/\log(n) \) iterations is at least

\[
\left( 1 - \frac{\sqrt{4 \log(n)}}{n^4} \right)^{rn^2/\log(n)} \geq \left( 1 - \frac{1}{n^5} \right)^{n^2} = 1 - o(1). \]

\[ \square \]
6.2 (3+1) Island Model with Majority Vote Crossover

We further reduce the optimization time to \( O(n\sqrt{n}) \) by instead using the deterministic majority vote crossover as introduced in [Friedrich et al. 2016]. This operator requires three parent individuals and sets each bit in the offspring to the value that the majority of the parents exhibits at the respective position.

**Theorem 6.8.** The expected optimization time for \( \text{BOUNDMAX}_B \) with \( B = cn \) for constant \( 0 < c < 1 \) in the (3+1) single-receiver island model with majority vote crossover operator is in \( O(n\sqrt{n}) \).

**Proof.** We first wait until all EA islands have sampled individuals with \( B \)-1-bits. By Lemma 5.4, this takes parallel time \( O(n \log(n)) \).

Let \( T \) be the random variable describing the number of iterations until the optimum is sampled starting with three individuals with \( B \)-1-bits. By rewriting the definition of the expected value, we have

\[
E[T] = \sum_{t=1}^{\infty} \Pr[T \geq t] \leq n\sqrt{n} \cdot \sum_{r=0}^{\infty} \Pr[T \geq r\sqrt{n}].
\]

(1)

Note that we switched from the number of iterations \( t \) to the number \( r \) of cycles of \( n\sqrt{n} \) iterations.

Further, \( \Pr[T \geq 0] = 1 \) and \( \Pr[T \geq t + 1] = \Pr[T \geq t] \cdot (1 - \Pr[T = t | T \geq t]) \). Hence,

\[
\Pr[T \geq t + 1] = \prod_{i=1}^{t} (1 - \Pr[T = i | T \geq i]) \leq 1 - \Pr[T = t | T \geq t].
\]

In order to estimate \( \Pr[T = t | T \geq t] \), we define \( S \) as the event that majority vote crossover succeeds in creating the optimum in a single step, and \( E_k \) that there are at most \( k \) wrong bits in each of the two blocks of each individual. The occurrence of \( S \) given \( E_k \) holds means that necessarily no wrongly set bit is shared by two or more individuals. Suppose these errors inside each block are uniformly distributed and independent from the previous cycle, then

\[
\Pr[S | E_k] \geq \frac{\binom{B-k}{k} \binom{B-2k}{k} \binom{n-B-k}{k} \binom{n-B-2k}{k}}{\binom{B}{k} \binom{B}{k} \binom{n-B}{k} \binom{n-B}{k}}.
\]

\[
\geq \left( 1 - \frac{6k^2}{B} \right) \cdot \left( 1 - \frac{6k^2}{n-B} \right) = 1 - \frac{6k^2 n + 36k^4}{(c - c^2)n^2},
\]

because of the following reasons. The majority vote crossover succeeds if there is no bit position where at least two individuals have an incorrect value. For the first block of \( B \) bits, the second individual does not share an incorrect bit with the first individual with probability at least \( \frac{\binom{B-k}{k}}{\binom{B}{k}} \). Similarly, third individual does not share an incorrect bit with neither the first nor second individual with probability at least \( \frac{\binom{B-2k}{k}}{\binom{B}{k}} \). Using an analogous estimation for the second block of \( n-B \) bits yields the first inequality. The second inequality employs the same estimate as used in [Friedrich et al. 2016, Theorem 3.3].

By Lemma 6.1 we get that the expected number of heavy 0-bits after \( r \cdot n \sqrt{n} - 1 \) iterations is at most \( c' \sqrt{n}/r \) for a constant \( c' \) and large enough \( n \). As each individual has \( B \)-1-bits, the number of light 1-bits is the same. Further, we have \( \Pr[T = t | T \geq t] \geq \Pr[S | E_k] \) with \( k \) being the maximum number of wrongly set bits in each block after \( t \) iterations. Hence, there is a constant \( c'' \) such that

\[
\Pr[T = r\sqrt{n} - 1 | T \geq r\sqrt{n} - 1] \geq 1 - \frac{6(c'/r)^2 + 36(c'/r)^4}{(c - c^2)^2}. \]

We get $\Pr[T \geq rn\sqrt{n}] \leq c''/r^2$ and by inserting this back in Equation (1) and once more applying the Basel problem, we get

$$E[T] \leq n\sqrt{n} \sum_{r=0}^{\infty} \frac{c''}{r^2} \leq n\sqrt{n} \cdot \frac{c''n^2}{6}.$$ 

It remains to argue that w.h.p., at the end of each cycle, the wrongly set bits are uniformly distributed and independent from the previous cycle. This holds for the first cycle, as all weights inside both blocks are equal and standard mutation is order-unbiased. For all other cycles it holds w.h.p., as there are sufficiently many correctly set bits such that the probability of a wrongly set bit being swapped to another position by flipping a correctly and incorrectly set bit is in $O(\frac{1}{n})$, yielding w.h.p. each wrongly set bit position is swapped inside its block at least twice each cycle. The desired uniformity and independence follows by the following argument. From the second cycle on, we know that per block there are $O(\sqrt{n})$ wrongly set bits. In particular, there is a constant $\alpha$ such that there are at least $\alpha n$ correctly set bits in each block. Hence, the probability of swapping any specific wrongly set bit to another position is at least

$$\frac{\alpha n}{n^2} \left(1 - \frac{1}{n}\right)^{n^2} \geq \frac{\alpha n}{en^2} = \frac{\alpha}{en}.$$ 

The probability of swapping each wrongly set bit at least once during half a cycle is hence at least

$$\left(1 - \left(1 - \frac{\alpha}{2en}\right)^{n\sqrt{n}/2}\right)^{\sqrt{n}} \geq \left(1 - \left((1 - \frac{\alpha}{2en})^{n\sqrt{n}/2}\right)^{\sqrt{n}}\right)^{\sqrt{n}} \geq \left(1 - \left(e^{-\alpha/(2e)}\right)^{\sqrt{n}/2}\right)^{\sqrt{n}} \geq 1 - e^{-\alpha\sqrt{n}/(2e)} \geq 1 - \frac{1}{n^{1/2}}$$

where we employed Bernoulli’s Inequality for the third step, and where the last line holds for large enough $n$. Hence, w.h.p. every wrongly set bit is swapped once during half a cycle, so w.h.p. every wrongly set bit is swapped two times each cycle, yielding a uniform distribution and independence from the previous cycle.

\[\square\]

### 6.3 (2+1) GA with Hamming-Distance Maximization

We show that we can reduce the run time to $O(n \log(n))$ by employing the (2+1) GA and balanced uniform crossover. The crucial step in our analysis is to consider the event that the algorithm can reduce the number of wrongly set bits not only by means of mutation, but also by means of crossover, since the offspring produced by crossover is not put on an individual island, but instead competes with the other individuals directly. The probability of making progress by such an event is in fact constant if there is at least one non-blocking bit in each block.

**Lemma 6.9.** Let $x, y \in \{0, 1\}^n$ be two individuals with exactly $B$ 1-bits and exactly $i$ heavy 1-bits. Assume that there are $2a$ heavy bit positions and $2b$ light bit positions $(a, b \geq 1)$ at which $x$ and $y$ differ. The probability that balanced uniform crossover samples a solution with more than $i$ heavy 1-bits is at least $\frac{1}{6}$ and thus in $\Omega(1)$.

**Proof.** Let $X$ be the random variable denoting the number of heavy 1-bits in the offspring $z$. We want to find a lower bound on the probability $\Pr[X > i]$. For this, we note that $\Pr[X > i] = \Pr[X < i]$ since the number of possible outcomes of the crossover having more than $a$ of the $2a$ heavy bit positions set to 1 is exactly equal to the number of possible outcomes with less than $a$ of the $2a$ heavy bit positions set to 1. This is true since each bit string with less than $a$ 1-bits can be obtained by inverting a bit string with more than $a$ 1-bits.
Hence, we note that $2 \Pr[X > i] + \Pr[X = i] = 1$. We show that the probability $\Pr[X = i]$ is at most $\frac{2}{3}$, which implies that the probability $\Pr[X > i]$ is at least $1/6$. For this, we note that $X = i$ if exactly half of the $2a$ differing positions in the first block are set to 1. This even has probability

$$\Pr[X = i] = \frac{(2a)(2b)}{(2a+2b)}$$

since there are $(\binom{2a}{a}) (\binom{2b}{b})$ possible outcomes with exactly $a$ of $2a$ differing heavy bit positions set to 1 and $(\binom{2a+2b}{a+b})$ possible outcomes of the crossover in total. We show that the above expression is maximal for $a = b = 1$ where it reaches a value of $\frac{(\binom{2}{1})(\binom{2}{1})}{(\binom{4}{2})} = \frac{2}{3}$. For this, we simplify as follows

$$\Pr[X = i] = \frac{(2a)(2b)}{(2a+2b)} = \frac{(2a)!(2b)!}{(a)!^2(b)!^2} \frac{((a+b)!)^2}{(2a+2b)!} = \frac{(2a)!(2b)!}{(2a+2b)!} \left(\frac{(a+b)!}{alb!}\right)^2.$$ 

We denote the last term with $g(a, b)$ and show that it is strictly monotonically decreasing in both $a$ and $b$. For this, we show that $g(a+1, b) < g(a, b)$.

$$g(a+1, b) = \frac{(2a+2)!(2b)!}{(2a+2+2)!} \frac{((a+b+1)!)^2}{((a+1)!)^2} = g(a, b) \frac{(2a+2)(2a+1)}{(2a+2)(a+1)} \left(\frac{(a+b+1)}{a+1}\right)^2$$

$$= g(a, b) \frac{2(a+1)(2a+1)(a+b+1)^2}{2(a+b+1)(2a+2b+1)(a+1)^2} = g(a, b) \frac{(2a+1)(a+b+1)}{(2a+2b+1)(a+1)}$$

$$= g(a, b) \frac{2a^2 + 2ab + 3a + b + 1}{2a^2 + 2ab + 3a + 2b + 1} < g(a, b).$$

since the denominator of the last fraction is strictly greater than the numerator. In the same way, we can show that $g(a, b+1) < g(a, b)$. Therefore, we get that $\Pr[X = i]$ is at most $2/3$ for all $a, b \geq 1$. Hence $\Pr[X > i]$ is at least $\frac{1}{6}$.

In contrast to that, we note that (unbalanced) uniform crossover has a strictly worse probability of achieving improvement that is sub-constant and decreases with the number of positions at which two individuals differ. We use Stirling’s approximation and exploit that even the probability of maintaining the number of 1-bits is less than constant.

**Proposition 6.10.** Let $x, y \in \{0, 1\}^n$ be two individuals with exactly $B$ 1-bits and exactly $i$ heavy 1-bits. Assume that there are $2a$ heavy bit positions and $2b$ light bit positions ($a, b \geq 1$) at which $x$ and $y$ differ. The probability that uniform crossover samples a solution with $B$ many 1-bits and more than $i$ heavy 1-bits in is $O\left(\frac{1}{\sqrt{a+b}}\right)$.

**Proof.** Let again $X$ be the random variable denoting the number of heavy 1-bits in the offspring $z$. Let further $\mathcal{E}$ be the event that $z$ has exactly $B$ 1-bits. The probability $p$ that uniform crossover samples a solution with more than $i$ heavy 1-bits but exactly $B$ 1-bits is thus

$$p = \Pr[X > i \mid \mathcal{E}] \Pr[\mathcal{E}] \leq \Pr[\mathcal{E}].$$

The probability of $\mathcal{E}$ is equal to the number of bit strings with exactly $B$ 1-bits divided by the total number of possible outcomes of the crossover operator, i.e., $\Pr[\mathcal{E}] = \frac{\binom{2a+2b}{a+b}}{2^{2a+2b}}$. Using Stirling’s approximation like in Lemma 6.3, we get that

$$\Pr[\mathcal{E}] = \frac{\binom{2a+2b}{a+b}}{2^{2a+2b}} \leq \frac{2^{2a+2b}}{\sqrt{\pi(a+b)}} \frac{1}{2^{2a+2b}} = O\left(\frac{1}{\sqrt{a+b}}\right).$$

This illustrates the advantage of balanced uniform vs. unbalanced crossover. However, this advantage is only relevant if the number of differing positions in $x$ and $y$ becomes large.

Exploiting the above statements, the expected optimization time of the $(2+1)$ GA with Hamming-distance maximization and balanced uniform crossover improves to $O(n \log(n))$ for $n - B = \Theta(n)$.

**Theorem 6.11.** For constant $0 < p_c < 1$, consider the $(2+1)$ GA on $\text{BOUNDMAX}_B$ with constraint $B = cn$ for constant $c$, using Hamming-distance maximization for tie-breaking. The expected optimization time is in $O(n \log(n))$.

**Proof.** We split the proof in three stages. We first analyze the time until both individuals have exactly $B$ 1-bits, then the time until both individuals have at most $\frac{\min(c, 1-c)n}{2}$ many heavy 1-bits, and lastly the time until the optimal solution is created. In the following, we denote the two individuals of the GA with $x$ and $y$.

For the first part, by employing Lemma 5.4, the expected number of iterations until both individuals have exactly $B$ 1-bits is in $O(n \log(n))$. For the second part, we get from Lemma 6.1 that the time until the $(1+1)$ EA creates an individual with at most $k := \frac{\min(c, 1-c)n}{2}$ heavy 1-bits is $O(n)$. Since the number of heavy 0-bits of the best individual does not decrease if both individuals have $B$ 1-bits, and any worsening by crossover only contributes a constant factor to the run time, the expected time until the first individual has at most $k$ heavy 1-bits is in $O(n)$. The expected time until this holds for both individuals is at most twice this.

For the third part of the proof, we employ the fitness level method [Wegener 2002] and define the fitness levels $A_{k,0}, A_{k,1}, A_{k,2}, A_{k,3}, A_{k-1,0}, A_{k-1,1}, A_{k-1,2}, A_{k-1,3}, \ldots, A_{0,0}$ where the algorithm is in level $A_{i,j}$ for $j \in \{0, 1, 2, 3\}$ if the individual with highest fitness has exactly $i$ heavy 0-bits. Again, note that these fitness levels partition the set of all individuals with exactly $B$ 1-bits. Each fitness level is partitioned in four sub levels with the following interpretations:

- $A_{i,0}$: exactly one individual has $i$ heavy 0-bits and the other has more than $i$ heavy 0-bits.
- $A_{i,1}$: both individuals have $i$ heavy 0-bits and are duplicates.
- $A_{i,2}$: both individuals have $i$ heavy 0-bits and differ in at least one position in the first or second block but not in both blocks.
- $A_{i,3}$: both individuals have $i$ heavy 0-bits and differ in at least one position in the first and in the second block.

We analyze the probability $p_{i,j}$ of advancing from level $A_{i,j}$. Following the idea of the fitness-level method, the expected run time is then upper bounded by $E[T] \leq \sum_{i=0}^{B} \sum_{j=0}^{3} p_{i,j}$. Note that, in contrast to usual application of the fitness level method, it is possible to fall back from level $A_{i,3}$ to $A_{i,2}$. However, the probability that this happens before we transition to levels above $A_{i,3}$ is $o(1)$, so a simple restart argument shows that this has only a lower order impact on the run time which we will ignore. Furthermore, no population can fall back from $A_{i,1}, A_{i,2}$ or $A_{i,3}$ to $A_{i,0}$ as this would require that the fitness of an individual decreases. No population can fall back from $A_{i,2}$ or $A_{i,3}$ to $A_{i,1}$ as this would imply a decrease of Hamming distance.

For probability $p_{i,0}$, we consider the event that the fittest individual gets duplicated by means of a standard mutation that does not flip any bit. This happens with a probability of at least $\frac{1-p_c}{2} \left(1 - \frac{1}{n}\right)^n \geq \frac{1-p_c}{4e} = \Omega(1)$ which shows that $p_{i,0} = \Omega(1)$.

For $p_{i,1}$ and $p_{i,2}$, we note that in the levels $A_{i,1}$ and $A_{i,2}$, the first or the second block of $x$ and $y$ are identical. We consider the event of advancing to a following level by swapping a one and a zero within one of the identical blocks by means of the mutation operator. Since such a mutation does not change the fitness of the offspring but increases its Hamming distance to the other individuals by 2, it is always accepted. From the fact that there are $i \leq \min(c, 1-c)n/2$ heavy 0-bits and light
1-bits, respectively, in both $x$ and $y$, we get that the probability of the described event is at least
\[
\frac{i(\min(c, 1-c)n-i)}{n^2} \left(1 - \frac{1}{n}\right)^{n-2} \geq \frac{i \min(c, 1-c)n/2}{en^2}.
\]
Hence, both $p_{i,1}$ and $p_{i,2}$ are in $\Omega(i/n)$. For $p_{i,3}$, we consider the event that crossover creates a solution with exactly $B$ 1-bits and more than $i$ heavy 1-bits. Since they differ in at least two positions in each block, we get from Lemma 6.9 that this probability is $\geq 1/6$.

We can thus estimate the expected run time as
\[
E[T] \leq \sum_{i=1}^{B} \sum_{j=0}^{3} \frac{1}{p_{i,j}} \leq \sum_{i=1}^{B} \left(\alpha + \beta \frac{n}{i} + \gamma\right)
\]
where $\alpha, \beta, \gamma$ are positive constants. Hence, for some constant $\delta > 0$
\[
E[T] \leq \sum_{i=1}^{B} \left(\alpha + \beta \frac{n}{i} + \gamma\right) \leq \delta n \log(B) = O(n \log(n)). \quad \Box
\]

If $B$ is only a constant away from $n$, we can show that none of the analyzed crossover scenarios brings any improvements over just a (1+1) EA with standard mutation. There is a constant probability of having a blocking light bit once the constraint is met, and the probability to remove it is in $O(1/n^2)$ for small $d$.

**Theorem 6.12.** For the (2+1) GA using Hamming-distance maximization as well as for the island models employing balanced uniform or majority vote crossover, there is a constant $d$ such that the expected optimization time when optimizing $\text{BoundMax}_B$ with constraint $B = n - d$ is in $\Theta(n^3)$.

**Proof.** We choose $d = 1$. The probability of the only light bit in both initial individuals being a 1-bit is $1/4$, which results in a blocking light bit. In the proof for Proposition 5.2 we already showed that after an individual has reached $B = n - 1$ many 1-bits, the last bit is 1 with a probability of at least 1/2. Consequently, the probability of having a blocking light bit after reaching $B$ many 1-bits is at least 1/4. For the island models, this is trivial. For majority vote, the probability is even higher as there are more bit strings available to initially share a blocking light bit. For Hamming-distance maximization, an application of the crossover can never remove a blocking bit on the way to $B$ many 1-bits, and both individuals can be considered independently with respect to this probability.

No inheritance-respectful crossover operator can resolve such a blocking bit, so it needs to be removed by the standard mutation. For that, the only light bit needs to be swapped with the only 0-bit, resulting in a probability of at most $1/n$. This together with the constant probability of reaching this case yields the lower bound of $\Omega(n^3)$. Since standard mutation alone requires only $O(n^2)$ and optimization is finished when all individuals reach the optimum via standard mutation alone, that bound is also tight. $\Box$

### 6.4 (2+1) Swap-GA

We have seen that the (2+1) GA achieves a run time of $O(n \log(n))$ if $B = cn$ but takes $\Theta(n^2)$ steps for the case of $B = n - d$. On the other hand, the (1+1) Swap-EA takes time $\Theta(n^2)$ for $B = cn$ but $O(n \log(n))$ for $B = n - d$. In this section, we show that combining the two strategies together in the (2+1) Swap-GA, yields an expected run time of $O(n \log(n))$ in both cases, and, in fact, for all choices of $B$. The proof is given below in Theorem 6.14, it involves the following lemma.

**Lemma 6.13.** Consider the (1+1) Swap-EA on $\text{BoundMax}_B$ with constraint $B$ and starting on an individual with exactly $B$ 1-bits. Let $T$ be the random variable describing the number of steps until the algorithm finds a solution with at most $k \in \mathbb{N}^+$ heavy 0-bits. Then, $E[T]$ is in $O\left(\frac{nb-B^2}{k}\right)$.
PROOF. Like in Lemma 6.1, we employ the fitness level method with fitness levels \( A_{\leq k}, A_{k+1}, \ldots, A_{B} \), where \( A_{i} \) is the set of bit strings with \( i \) heavy 0-bits and \( A_{\leq k} \) contains all bit strings with at most \( k \) such bits. The initial solution is at worst in \( A_{B} \) and we are interested in the time until a solution in \( A_{\leq k} \) is first sampled.

Let \( p_{i} \) be the probability of leaving the fitness level \( A_{i} \) in an iteration. We show that \( p_{i} \geq \frac{(1-p_{c})p_{b}}{nB-B_{i}^{2}}i^{2} \). To leave the level \( A_{i} \), we only consider the event that swap mutation flips one of the \( i \) heavy 0-bits with one of the \( i \) light 1-bits. The probability for this event is \( (1-p_{c})p_{b}\cdot\frac{i}{B}\cdot\frac{1}{n-B} \geq \frac{(1-p_{c})p_{b}}{nB-B_{i}^{2}}i^{2} \).

We again apply the fitness level method. Let \( T' \) be the random variable denoting the number of iterations to reach level \( A_{\leq k} \). We get

\[
E[T'] \leq \sum_{i=k+1}^{B} \frac{1}{p_{i}} \leq \sum_{i=k+1}^{B} \frac{nB-B_{i}^{2}}{(1-p_{c})p_{b}} \cdot \frac{1}{i^{2}} = \frac{nB-B_{i}^{2}}{(1-p_{c})p_{b}} \sum_{i=k+1}^{B} \frac{1}{i^{2}}.
\]

Just like in the proof for Lemma 6.1, the integral can be used to bound the sum. We get

\[
E[T'] \leq \frac{nB-B_{i}^{2}}{(1-p_{c})p_{b}} \left( \frac{1}{B} + \frac{1}{k} \right) \leq \frac{nB-B_{i}^{2}}{(1-p_{c})p_{b}} \cdot k.
\]

This implies a total expected running time in \( O\left(\frac{nB-B_{i}^{2}}{k}\right) \).

We proceed by proving the main result of this section and remark that the following proof has large intersections with the proof of our earlier and related statement Theorem 6.11.

**Theorem 6.14.** For constant \( 0 < p_{b}, p_{c} < 1 \), consider the \((2+1)\) SWAP-GA on BOUNDMAX, using Hamming-distance maximization for tie-breaking. The expected optimization time is in \( O(n \log(n)) \).

**Proof.** We split the proof in three stages. We first analyze the time until both individuals have exactly \( B \) 1-bits, then the time until both individuals have at most \( \min(B,n-B) \) many heavy 1-bits, and lastly the time until the optimal solution is created. In the following, we denote the two individuals of the GA with \( x \) and \( y \).

For the first part, by once more employing Lemma 5.4, the expected number of iterations until both individuals have exactly \( B \) 1-bits is in \( O(n \log(n)) \). For the second part, we get from Lemma 6.13 that the time until the \((1+1)\) EA creates an individual with at most \( k := \frac{\min(B,n-B)}{2} \) heavy 1-bits is in \( O(n) \). Since the number of heavy 0-bits of the best individual does not decrease if both individuals have \( B \) 1-bits, and since the crossover and the standard mutations can only contribute a constant factor to the run time, the expected time until the first individual has at most \( k \) heavy 1-bits is likewise in \( O(n) \) for the GA. The expected time until this is the case for both individuals is at most twice as long.

For the third part of the proof, we employ the fitness level method [Wegener 2002] and define the fitness levels \( A_{k,0}, A_{k,1}, A_{k,2}, A_{k,3}, A_{k-1,0}, A_{k-1,1}, A_{k-1,2}, A_{k-1,3}, \ldots, A_{0,0} \) where the algorithm is in level \( A_{i,j} \) for \( j \in \{0, 1, 2, 3\} \) if the individual with highest fitness has exactly \( i \) heavy 0-bits. Again, note that these fitness levels partition the set of all individuals with exactly \( B \) 1-bits. Each fitness level is partitioned in four sub levels with the following interpretations:

- \( A_{i,0} \): exactly one individual has \( i \) heavy 0-bits and the other has more than \( i \) heavy 0-bits.
- \( A_{i,1} \): both individuals have \( i \) heavy 0-bits and are duplicates.
- \( A_{i,2} \): both individuals have \( i \) heavy 0-bits and differ in at least one position in the first or second block but not in both blocks.
- \( A_{i,3} \): both individuals have \( i \) heavy 0-bits and differ in at least one position in the first and in the second block.
We analyze the probability $p_{i,j}$ of advancing from level $A_{i,j}$. Following the idea of the fitness-level method, the expected run time is then upper bounded by

$$E[T] \leq \sum_{i=1}^{B} \sum_{j=0}^{3} \frac{1}{p_{i,j}}.$$

Note that, in contrast to usual application of the fitness level method, it is possible to fall back from level $A_{i,3}$ to $A_{i,2}$. However, the probability that this happens before we transition to levels above $A_{i,3}$ is $o(1)$, so a simple restart argument shows that this has only a lower order impact on the run time which we will ignore in the following.

For probability $p_{i,0}$, we consider the event that the fittest individual gets duplicated by means of a standard mutation that does not flip any bit. This happens with a probability of at least

$$(1-p_c)^2 (1-p_b)^n \geq (1-p_c)^2 (1-p_b) = \Omega(1)$$

which shows that $p_{i,0} = \Omega(1)$.

For $p_{i,1}$ and $p_{i,2}$, we note that in the levels $A_{i,1}$ and $A_{i,2}$, the first or the second block of $x$ and $y$ are identical. We consider the event of advancing to a following level by swapping a one and a zero within one of the identical blocks by means of the swap mutation operator. Since such a mutation does not change the fitness of the offspring but increases its Hamming distance to the other individuals by 2, it is always accepted. Recall that there are $i \leq \min(B, n-B)/2$ heavy 0-bits and light 1-bits, respectively, in both $x$ and $y$. For the probability of swapping in the heavy block, we hence have

$$(1-p_c)p_b \frac{B-i}{B} \geq (1-p_c)p_b \frac{i}{n-B} \cdot \frac{B}{2B} = \Omega \left( \frac{i}{n-B} \right).$$

For the probability of swapping in the light block, we get analogously get

$$(1-p_c)p_b \frac{i}{B} \geq (1-p_c)p_b \frac{i}{n-B} \cdot \frac{n-B}{2(n-B)} = \Omega \left( \frac{i}{B} \right).$$

Hence, both $p_{i,1}$ and $p_{i,2}$ are in $\Omega(i/n)$.

For $p_{i,3}$, we consider the event that crossover on both individuals creates a solution with exactly $B$ 1-bits and more than $i$ heavy 1-bits. Since both individuals differ in at least two positions in each block, we get from Lemma 6.9 that this probability is at least $1/6$.

We can thus estimate the expected run time as

$$E[T] \leq \sum_{i=1}^{B} \sum_{j=0}^{3} \frac{1}{p_{i,j}} \leq \sum_{i=1}^{B} \left( \alpha + \beta \frac{n}{i} + \gamma \right)$$

where $\alpha, \beta, \gamma$ are constants greater than 0. This gives the existence of a constant $\delta > 0$ such that

$$E[T] \leq \sum_{i=1}^{B} \left( \alpha + \beta \frac{n}{i} + \gamma \right) \leq \delta n \log(B) = O(n \log(n)).$$

7 CONCLUSION

In this paper, we gave run time analyzes for several different settings of crossover on the test function BOUNDMAX$_B$, a ONEMAX-like function with a constraint of at most $B$ many 1s in a bit string. We showed how island-settings can be used to generate the optimum in one final crossover, and we contrasted this with settings where offspring from crossover can also serve as parents for crossover which, in our setting, leads to much better run time guarantees.

Regarding the use of balanced crossovers, we strongly believe that any crossover should either (a) incorporate problem knowledge to gain performance or (b) be balanced, order unbiased and inheritance-respectful. The reason for this is that, in the absence of meaning of the order of bits,
the bit positions should be treated symmetrically. For this setting we recommend the balanced uniform crossover, a balanced variant of the uniform crossover.

The formal analysis of crossover remains challenging. We see both potential and challenge in this area: even though crossover has been the subject of study for decades, results remain somewhat scarce and further insights might be the key to understanding the success of evolutionary algorithms on real world problems.
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