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#### Abstract

A recent trend in the context of graph theory is to bring theoretical analyses closer to empirical observations by focusing the studies on random graph models that are used to represent practical instances. There, it was observed that geometric inhomogeneous random graphs (GIRGs) yield good representations of complex real-world networks by expressing edge probabilities as a function that depends on (heterogeneous) vertex weights and distances in some underlying geometric space that the vertices are distributed in. While most of the parameters of the model are understood well, it was unclear how the dimensionality of the ground space affects the structure of the graphs. In this paper, we complement existing research into the dimension of geometric random graph models and the ongoing study of determining the dimensionality of real-world networks by studying how the structure of GIRGs changes as the number of dimensions increases. We prove that, in the limit, GIRGs approach nongeometric inhomogeneous random graphs and present insights on how quickly the decay of the geometry impacts important graph structures. In particular, we study the expected number of cliques of a given size as well as the clique number and characterize phase transitions at which their behavior changes fundamentally. Finally, our insights help in better understanding previous results about the impact of the dimensionality on geometric random graphs.
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1. Introduction. Networks are a powerful tool to model all kinds of processes that we interact with in our day-to-day lives. From connections between people in social networks, to the exchange of information on the internet, and on to how our brains are wired, networks are everywhere. Consequently, they have been in the focus of computer science for decades. There, one of the most fundamental techniques used to model and study networks is random graph models. Such a model defines a probability distribution over graphs, which is typically done by specifying a random experiment on how to construct the graph. By analyzing the rules of the experiment, we can then derive structural and algorithmic properties of the resulting graphs. If the results match what we observe on real-world networks, i.e., if the model represents the graphs we encounter in practice well, then we can use it to make further predictions that help us understand real graphs and utilize them more efficiently.

The quest to find a good model started several decades ago, with the famous Erdős-Rényi (ER) random graphs [19, 24]. There, all edges in the graph exist independently with the same probability. Due to its simplicity, this model has been studied extensively. However, because the degree distribution of the resulting graphs is

[^0]rather homogeneous and they lack clustering (due to the independence of the edges), the model is not considered to yield good representations of real graphs. In fact, many networks we encounter in practice feature a degree distribution that resembles a power-law $[3,39,40]$, and the clustering coefficient (the probability for two neighbors of a vertex to be adjacent) is rather high [36, 41]. To overcome these drawbacks, the initial random graph model has been adjusted in several ways.

In inhomogeneous random graphs (IRGs), often referred to as Chung-Lu random graphs, each vertex is assigned a weight, and the probability for two vertices to be connected by an edge is proportional to the product of the weights $[1,11,12]$. As a result, the expected degrees of the vertices in the resulting graphs match their weight. While assigning weights that follow a power-law distribution yields graphs that are closer to the complex real-world networks, the edges are still drawn independently, leading to vanishing clustering coefficients.

A very natural approach to facilitate clustering in a graph model is to introduce an underlying geometry. This was done first in random geometric graphs (RGGs), where vertices are distributed uniformly at random in the Euclidean unit square and any two are connected by an edge if their distance lies below a certain threshold; i.e., the neighborhood of a vertex lives in a disk centered at that vertex [37]. Intuitively, two vertices that connect to a common neighbor cannot be too far away from each other, increasing the probability that they are connected by an edge themselves. In fact, random geometric graphs feature a nonvanishing clustering coefficient [13]. However, since all neighborhood disks have the same size, they all have roughly the same expected degree, again leading to a homogeneous degree distribution.

To get a random graph model that features a heterogeneous degree distribution and clustering, the two mentioned adjustments were recently combined to obtain geometric inhomogeneous random graphs (GIRGs) [29]. There, vertices are assigned a weight and a position in some underlying geometric space and the probability for two vertices to connected increases with the product of the weights but decreases with increasing geometric distance between them. As a result, the generated graphs have a nonvanishing clustering coefficient, and, with the appropriate choice of the weight sequence, they feature a power-law degree distribution. Additionally, recent empirical observations indicate that GIRGs represent real-world networks well with respect to certain structural and algorithmic properties [5].

We note that GIRGs are not the first model that exhibits a heterogeneous degree distribution and clustering. In fact, hyperbolic random graphs (HRGs) [31] feature these properties as well and have been studied extensively (see, e.g., [7, 20, 21, 23, 26]). However, in the pursuit of finding good models to represent real-world networks, GIRGs introduce a parameter that sets them apart from prior models: the choice of the underlying geometric space and, more importantly, the dimensionality of that space.

Unfortunately, this additional parameter that sets GIRGs apart from previous models has not gained much attention at all. In fact, it comes as a surprise that, while the underlying dimensionality of real-world networks is actively researched $[2,8,15,25,32]$ and there is a large body of research examining the impact of the dimensionality on different homogeneous graph models $[13,17,18]$ with some advancements being made on hyperbolic random graphs [42], the effects of the dimension on the structure of GIRGs have only been studied sparsely. For example, while it is known that GIRGs exhibit a clustering coefficient of $\Theta(1)$ for any fixed dimension [29], it is not known how the hidden constants scale with the dimension.

In this paper, we initiate the study of the impact of the dimensionality on GIRGs. In particular, we investigate the influence of the underlying geometry as the dimensionality increases, proving that GIRGs converge to their nongeometric counterpart (IRGs) in the limit. With our results we are able to explain seemingly disagreeing insights from prior research on the impact of dimensionality on geometric graph models. Moreover, by studying the clique structure of GIRGs and its dependence on the dimension $d$, we are able to quantify how quickly the underlying geometry vanishes. In the following, we discuss our results in greater detail. We note that, while we give general proof sketches for our results, the complete proofs are deferred to the full version [22].
1.1. (Geometric) inhomogeneous random graphs. Before stating our results in greater detail, let us recall the definitions of the two graph models we mainly work with throughout the paper.

Inhomogeneous random graphs (IRGs). The model of inhomogeneous random graphs was introduced by Chung and $\mathrm{Lu}[1,11,12]$ and is a natural generalization of the Erdős-Rényi model. Starting with a vertex set $V$ of $n$ vertices, each $v \in V$ is assigned a weight $w_{v}$. Each edge $\{u, v\} \in\binom{V}{2}$ is then independently present with probability

$$
\operatorname{Pr}[u \sim v]=\min \left\{1, \frac{\lambda w_{u} w_{v}}{n}\right\}
$$

for some constant $\lambda>0$ controlling the average degree of the resulting graph. Note that assigning the same weight to all vertices yields the same connection probability as in Erdős-Rényi random graphs. For the sake of simplicity, we define $\kappa_{u v}=$ $\min \left\{\lambda w_{u} w_{v}, n\right\}$ such that $\operatorname{Pr}[u \sim v]=\kappa_{u v} / n$. Additionally, for a set of vertices $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ with weights $w_{1}, \ldots, w_{k}$, we introduce the shorthand notation $\kappa_{i j}=\kappa_{v_{i} v_{j}}$ and write $\{\kappa\}^{(k)}=\left\{\kappa_{i j} \mid 1 \leq i<j \leq k\right\}$.

Throughout the paper, we mainly focus on inhomogeneous random graphs that feature a power-law degree distribution in expectation, which is obtained by sampling the weights accordingly. More precisely, for each $v \in V$, we sample a weight $w_{v}$ from the Pareto distribution $\mathcal{P}$ with parameters $1-\beta, w_{0}$ and distribution function

$$
\operatorname{Pr}\left[w_{v} \leq x\right]=1-\left(\frac{x}{w_{0}}\right)^{1-\beta}
$$

Then the density of $w_{v}$ is $\rho_{w_{v}}(x)=(\beta-1) x^{-\beta} / w_{0}^{1-\beta}$. Here, $w_{0}>0$ is a constant that represents a lower bound on the weights in the graph and $\beta$ denotes the power-law exponent of the resulting degree distribution. Throughout the paper, we assume $\beta>2$ such that a single weight has finite expectation (and thus the average degree in the graph is constant) but possibly infinite variance. We denote a graph obtained by utilizing the above weight distribution and connection probabilities with $\operatorname{IRG}\left(n, \beta, w_{0}\right)$. For a fixed weight sequence $\{w\}_{1}^{n}$, we denote the corresponding graph by $\operatorname{IRG}\left(\{w\}_{1}^{n}\right)$.

Geometric inhomogeneous random graphs (GIRGs). Geometric inhomogeneous random graphs are an extension of IRGs, where in addition to the weight, each vertex $v$ is also equipped with a position $\mathbf{x}_{v}$ in some geometric space and the probability for edges to form depends on their weights and the distance in the underlying space [29]. While, in its raw form, the GIRG framework is rather general, we align our paper with existing analysis on GIRGs $[6,30,35]$ and consider the $d$-dimensional torus $\mathbb{T}^{d}$ equipped with $L_{\infty}$-norm as the geometric ground space, whereby $\mathbb{T}^{d}$ can be described
as the $d$-dimensional hypercube $[0,1]^{d}$ with opposite boundaries identified with each other. More precisely, in what we call the standard GIRG model, the positions $\mathbf{x}$ of the vertices are drawn independently and uniformly at random from $\mathbb{T}^{d}$, according to the standard Lebesgue measure. We denote the $i$ th component of $\mathbf{x}_{v}$ by $\mathbf{x}_{v i}$. Additionally, the geometric distance between two points $\mathbf{x}_{u}$ and $\mathbf{x}_{v}$, is given by

$$
d\left(\mathbf{x}_{u}, \mathbf{x}_{v}\right)=\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{\infty}=\max _{1 \leq i \leq d}\left\{\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|_{C}\right\}
$$

where $|\cdot|_{C}$ denotes the distance on the circle, i.e.,

$$
\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|_{C}=\min \left\{\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|, 1-\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|\right\}
$$

In a standard GIRG, two vertices $u \neq v$ are adjacent if and only if their distance $d\left(\mathbf{x}_{u}, \mathbf{x}_{v}\right)$ in the torus is less than or equal to a connection threshold $t_{u v}$, which is given by

$$
t_{u v}=\frac{1}{2}\left(\frac{\lambda w_{u} w_{v}}{n}\right)^{1 / d}=\left(\frac{w_{u} w_{v}}{\tau n}\right)^{1 / d}
$$

where $\tau=2^{d} / \lambda$. Using $L_{\infty}$ is motivated by the fact that it is the most widely used metric in the literature because it is arguably the most natural metric on the torus. In particular, it has the "nice" property that the ball of radius $r$ is a cube and "fits" entirely into $\mathbb{T}^{d}$ for all $0 \leq r \leq 1$.

Note that, as a consequence of the above choice, the marginal connection probability $\operatorname{Pr}[u \sim v]$ is the same as in the IRG model, i.e., $\operatorname{Pr}[u \sim v]=\kappa_{u v} / n$. However, while the probability that any given edge is present is the same as in the IRG model, the edges in the GIRG model are not drawn independently. We denote a graph obtained by the procedure described above with $\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$. As for IRGs, we write $\operatorname{GIRG}\left(\{w\}_{1}^{n}, d\right)$ when considering standard GIRGs with a fixed weight sequence $\{w\}_{1}^{n}$.

As mentioned above, the standard GIRG model is a commonly used instance of the more general GIRG framework [29]. There, different geometries and distance functions may be used. For example, instead of $L_{\infty}$-norm, any $L_{p}$-norm for $1 \leq p<\infty$ may be used. Then, the distance between two vertices $u, v$ is measured as

$$
\left\|\mathbf{x}_{u}-\mathbf{x}_{v}\right\|_{p}:= \begin{cases}\left(\sum_{i=1}^{d}\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|^{p}\right)^{1 / p} & \text { if } p<\infty \\ \max _{1 \leq i \leq d}\left\{\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|\right\} & \text { otherwise }\end{cases}
$$

With this choice, the volume (Lebesgue measure) of the ball $B_{p}(r)$ of radius $r$ under $L_{p}$-norm is equal to the probability that a vertex $u$ falls within distance at most $r$ of $v$ (if $r=o(1)$ ). We denote this volume by $\nu(r)$. We call the corresponding graphs standard GIRGs with any $L_{p}$-norm and note that some of our results extend to this more general model. Finally, whenever our insights consider an even broader variant of the model (e.g., variable ground spaces, distances functions, weight distributions), we say that they hold for any GIRG and mention the constraints explicitly.
1.2. Asymptotic equivalence. Our first main observations is that large values of $d$ diminish the influence of the underlying geometry until, at some point, our model becomes strongly equivalent to its nongeometric counterpart, where edges are sampled independently of each other. We prove that the total variation distance between the distribution over all graphs of the two models tends to zero as $n$ is kept fixed and
$d \rightarrow \infty$. We define the total variation distance of two probability measures $P$ and $Q$ on the measurable space $(\Omega, \mathcal{F})$ as

$$
\|P, Q\|_{\mathrm{TV}}=\sup _{A \in \mathcal{F}}|P(A)-P(B)|=\frac{1}{2} \sum_{\omega \in \Omega}|P(\omega)-Q(\omega)|,
$$

where the second equality holds if $\Omega$ is countable. In our case, $\Omega$ is the set $\mathcal{G}(n)$ of all possible graphs on $n$ vertices, and $P, Q$ are distributions over these graphs. If $G_{1}, G_{2}$ are two random variables mapping to $\Omega$, we refer to $\left\|G_{1}, G_{2}\right\|_{\mathrm{TV}}$ as the total variation distance of the induced probability measures by $G_{1}$ and $G_{2}$, respectively. Informally, this measures the maximum difference in the probability that any graph $G$ is sampled by $G_{1}$ and $G_{2}$.

Theorem 1.1. Let $\mathcal{G}(n)$ be the set of all graphs with $n$ vertices, let $\{w\}_{1}^{n}$ be a weight sequence, and consider $G_{\text {IRG }}=\operatorname{IRG}\left(\{w\}_{1}^{n}\right) \in \mathcal{G}(n)$ and a standard GIRG $G_{G I R G}=\operatorname{GIRG}\left(\{w\}_{1}^{n}, d\right) \in \mathcal{G}(n)$ with any $L_{p}$-norm. Then,

$$
\lim _{d \rightarrow \infty}\left\|G_{G I R G}, G_{I R G}\right\|_{T V}=0
$$

We note that this theorem holds for arbitrary weight sequences that do not necessarily follow a power-law and for arbitrary $L_{p}$-norms used to define distances in the ground space. For $p \in[1, \infty)$, the proof is based on the application of a multivariate central limit theorem [38], in a similar way as used to prove a related statement for spherical random geometric graphs (SRGGs), i.e., random geometric graphs with a hypersphere as ground space [17]. Our proof generalizes this argument to arbitrary $L_{p}$-norms and arbitrary weight sequences. For the case of $L_{\infty}$-norm, we present a proof based on the inclusion-exclusion principle and the bounds we develop in the full version [22, section 4].

Remarkably, while similar behavior was previously established for SRGGs, there exist works indicating that RGGs on the hypercube do not converge to their nongeometric counterpart $[13,18]$ as $d \rightarrow \infty$. We show that this apparent disagreement is due to the fact that the torus is a homogeneous space while the hypercube is not. In fact, our proof shows that GIRGs on the hypercube do converge to a nongeometric model in which edges are, however, not sampled independently. This lack of independence is because, on the hypercube, there is a positive correlation between the distances from two vertices to a given vertex, leading to a higher tendency to form clusters, as was observed experimentally [18]. Due to the homogeneous nature of the torus, the same is not true for GIRGs, and the model converges to the plain IRG model with independent edges.
1.3. Clique structure. To quantify for which dimensions $d$ the graphs in the GIRG model start to behave similarly to IRGs, we investigate the number and size of cliques. Previous results on SRGGs indicate that the dimension of the underlying space heavily influences the clique structure of the model [4, 17]. However, it was not known how the size and the number of cliques depends on $d$ if we use the torus as our ground space, and how the clique structure in high dimensions behaves for inhomogeneous weights.

We give explicit bounds on the expected number of cliques of a given size $k$, which we afterwards turn into bounds on the clique number $\omega(G)$, i.e., the size of the largest clique in the graph $G$. While the expected number of cliques in the GIRG model was previously studied by Michielan and Stegehuis [35] when the power-law exponent of the degree distribution satisfies $\beta \in(2,3)$, to the best of our knowledge, the clique
number of GIRGs remains unstudied even in the case of constant (but arbitrary) dimensionality. We close this gap, reproduce the existing results, and extend them to the case $\beta \geq 3$ and the case where $d$ can grow as a function of the number of vertices $n$ in the graph. Furthermore, our bounds for the case $\beta \in(2,3)$ are more explicit and complement the work of Michielan and Stegehuis, who expressed the (rescaled) asymptotic number of cliques as converging to a nonanalytically solvable integral. Furthermore, we show that the clique structure in our model eventually behaves asymptotically like that of an IRG if the dimension is sufficiently large. In summary, our main contributions are outlined in Tables 1,2 , and 3.

We observe that the structure of the cliques undergoes three phase transitions in the size of the cliques $k$, the dimension $d$, and the power-law exponent $\beta$.

Transition in $k$. When $\beta \in(2,3)$ and $d \in o(\log (n))$, the first transition is at $k=\frac{2}{3-\beta}$, as was previously observed for hyperbolic random graphs [7] and for GIRGs of constant dimensionality [35]. The latter work explains this behavior by showing that for $k<\frac{2}{3-\beta}$, the number of cliques is strongly dominated by "geometric" cliques forming among vertices whose distance is of order $n^{-1 / d}$ regardless of their weight. For $k>\frac{2}{3-\beta}$, on the other hand, the number of cliques is dominated by "nongeometric" cliques forming among vertices with weights on the order of $\sqrt{n}$. This behavior is in contrast to the behavior of cliques in the IRG model, where this phase transition does not exist and where the expected number of $k$ cliques is $\Theta\left(n^{\frac{k}{2}(3-\beta)}\right)$ for all $k \geq 3$ (if $\beta \in(2,3))$ [14].

TABLE 1
Asymptotic behavior of the expected number of $k$-cliques. Results marked with * were previously known for constant $k$. For all depicted regimes, $K_{k}$ concentrates well around its expectation, i.e., $K_{k} / \mathbb{E}\left[K_{k}\right]$ converges in probability to 1 if $k$ is sufficiently small: for cells marked in light-gray, this holds for $k=o\left(n^{(3-\beta) / 4}\right)$; for cells marked in dark-gray, it holds for $k=o(\log (n) /(\log \log (n)+d))$; for white cells, it holds for all $k$ (cf. Theorem 1.4).

| $\mathbb{E}\left[K_{k}\right]$ for $k \geq 4$ |  |  |  |
| :--- | :---: | :---: | :---: |
|  | $d=\Theta(1)$ | $d=o(\log (n))$ | $d=\omega(\log (n))$ |
| $2<\beta<3, k>\frac{2}{3-\beta}$ | $n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k *}$ | $n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k}$ | $n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k}$ |
| $2<\beta<3, k<\frac{2}{3-\beta}$ | $n \Theta(k)^{-k *}$ | $n e^{-\Theta(1) d k} \Theta(k)^{-k}$ | $n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k}$ |
| $\beta>3$ | $n \Theta(k)^{-k}$ | $n e^{-\Theta(1) d k} \Theta(k)^{-k}$ | $o(1)$ |
| equivalent to |  |  |  |
| HRGs [7] | equivalent to |  |  |
|  |  | IRGs [28] |  |

TABLE 2
Asymptotic behavior of the expected number of triangles. The case $\beta=\infty$ refers to the case of constant weights. While in the case $\beta<3$, the number of triangles already behaves like that of the IRG model if $d=\omega(\log (n))$, in the case $\beta>3$, the number of triangles remains superconstant as long as $d=o\left(\log ^{3 / 2}(n)\right)$.

| Expected number of triangles $\mathbb{E}\left[K_{3}\right]$ |  |  |  |
| :--- | :---: | :---: | :---: |
|  | $d=o(\log (n))$ | $d=\omega(\log (n))$ | $d=\omega\left(\log ^{2}(n)\right)$ |
| $2<\beta<\frac{7}{3}$ | $n^{\frac{3}{2}(3-\beta)} \Theta(1)$ | $n^{\frac{3}{2}(3-\beta)} \Theta(1)$ | $n^{\frac{3}{2}(3-\beta)} \Theta(1)$ |
| $\frac{7}{3}<\beta<3$ | $n e^{-\Theta(1) d} \Theta(1)$ | $n^{\frac{3}{2}(3-\beta)} \Theta(1)$ | $n^{\frac{3}{2}(3-\beta)} \Theta(1)$ |
| $\beta>3$ | $n e^{-\Theta(1) d} \Theta(1)$ | $\Omega\left(\exp \left(\frac{\ln ^{3}(n)}{d^{2}}\right)\right)$ | $\Theta(1)$ |
| $\beta=\infty$ | $n e^{-\Theta(1) d} \Theta(1)$ | $\Theta\left(\exp \left(\frac{\ln ^{3}(n)}{d^{2}}\right)\right)$ | $\Theta(1)$ |
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Table 3
Asymptotic behavior of the clique number of $G$ for different values of $d$ in the GIRG model. The behavior of the first column is the same as in hyperbolic random graphs established in [7], and the behavior in the third column is the same as that of IRG graphs established in [28]. All results hold a.a.s. and under $L_{\infty}$-norm.

|  |  | $\omega(G)$ |  |
| :--- | :---: | :---: | :---: |
|  | $d=\mathcal{O}(\log \log (n))$ | $d=o(\log (n))$ | $d=\omega(\log (n))$ |
| $\beta<3$ | $\Theta\left(n^{(3-\beta) / 2}\right)$ | $\Theta\left(n^{(3-\beta) / 2}\right)$ | $\Theta\left(n^{(3-\beta) / 2}\right)$ |
| $\beta=3$ | $\Theta\left(\frac{\log (n)}{\log \log (n)}\right)$ | $\Omega\left(\frac{\log (n)}{d}\right)$ | $\mathcal{O}(1)$ |
| $\beta>3$ | $\Theta\left(\frac{\log (n)}{\log \log (n)}\right)$ | $\Theta\left(\frac{\log (n)}{d}\right)$ | $\leq 3$ |
| equivalent to HRGs [7] |  |  |  |

Transition in $d$. Still assuming $\beta \in(2,3)$, the second phase transition occurs as $d$ becomes superlogarithmic. More precisely, we show that in the high-dimensional regime, where $d=\omega(\log (n))$, the phase transition in $k$ vanishes, as the expected number of cliques of size $k \geq 4$ behaves asymptotically like its counterpart in the IRG model. Nevertheless, we can still differentiate the two models as long as $d=$ $o\left(\log ^{3 / 2}(n)\right)$ by counting triangles among low degree vertices as can be seen in Table 2.

The reason for this behavior is that the number of cliques in the case $d=\omega(\log (n))$ is already dominated by cliques forming among vertices of weight close to $\sqrt{n}$. For those, the probability that a clique is formed already behaves like in an IRG, although, for vertices of small weight, said probability it is still significantly larger as long as $d=o\left(\log (n)^{3 / 2}\right)$.

Regarding the clique number, in the case $\beta>3$, we observe a similar phase transition in $d$. For constant $d$, the clique number of a GIRG is $\Theta(\log (n) / \log \log (n))=\omega(1)$. We find that this asymptotic behavior remains unchanged if $d=\mathcal{O}(\log \log (n))$. However, if $d=\omega(\log \log (n))$ but $d=o(\log (n))$, the clique number scales as $\Theta(\log (n) / d)$, which is still superconstant. Additionally, if $d=\omega(\log (n))$, we see that, again, GIRGs show the same behavior as IRGs. That is, there are asymptotically no cliques of size larger than 3.

Transition in $\beta$. The third phase transition in the high-dimensional case occurs at $\beta=3$, which is in line with the fact that networks with a power-law exponent $\beta \in(2,3)$ contain with high probability (w.h.p., meaning with probability $1-O(1 / n)$ ) a densely connected "heavy core" of $\Theta\left(n^{\frac{1}{2}(3-\beta)}\right)$ vertices with weight $\sqrt{n}$ or above, which vanishes if $\beta$ is larger than 3 . This heavy core strongly dominates the number of cliques of sufficient size and explains why the clique number is $\Theta\left(n^{\frac{1}{2}(3-\beta)}\right)$ regardless of $d$ if $\beta \in(2,3)$. As $\beta$ grows beyond 3 , the core disappears and leaves only very small cliques. Accordingly for $\beta>3$ IRGs contain asymptotically almost surely (a.a.s., meaning with probability $1-o(1))$ no cliques of size greater than 3 . In contrast to that, for GIRGs of dimension $d=o(\log (n))$ (and HRGs), the clique number remains superconstant and so does the number of $k$-cliques for any constant $k \geq 3$. If $d=\omega(\log (n))$, there are no cliques of size greater than 3 like in an IRG. However, as noted before, GIRGs feature many more triangles than IRGs as long as $d=o\left(\log ^{3 / 2}(n)\right)$.

Characterizing the typical clique. Our analysis also yields insights into where cliques typically form within the graph. Previously known in this regard was that, for constant $d, \beta \in(2,3)$ and constant $k$, cliques of size $k>\frac{2}{3-\beta}$ form dominantly among vertices of weight on the order of $\sqrt{n}$, whereas for $k<\frac{2}{3-\beta}$, they form among vertices of pairwise distance on the order of $n^{-1 / d}$, as shown in [35]. We extend these results to the case where $k$ and $d$ are allowed to be superconstant, where $\beta>3$, and we provide
a characterization in terms of the weights of the vertices associated to a clique that extend the known results even for the previously studied parameter regimes.

To be more precise, we denote by $w_{\min }, w_{\max }$ the minimal and maximal vertex weights associated to a randomly chosen clique and study for which weights $w, w_{\text {min }}$ and $w_{\max }$ are arbitrarily likely to be on the order of $w$. To this end, we define the following.

Definition 1.2. For any $w \in \mathbb{R}$ and $\varepsilon>0$ define

$$
M_{\varepsilon}^{(+)}(w):=\{x \in \mathbb{R} \mid x \leq w / \varepsilon\} \text { and } M_{\varepsilon}^{(-)}(w):=\{x \in \mathbb{R} \mid x \geq \varepsilon w\}
$$

Furthermore, define

$$
M_{\varepsilon}(w):=M_{\varepsilon}^{(+)}(w) \cap M_{\varepsilon}^{(-)}(w)
$$

We proceed by studying for which $w$ we can make the conditional probabilities that $w_{\min }$ or $w_{\max }$ is in $M_{\varepsilon}^{(+)}(w), M_{\varepsilon}^{(-)}(w)$, or $M_{\varepsilon}(w)$ arbitrarily large by adjusting $\varepsilon$.

Our results are summarized in Table 4. The central result of these two tables is that assuming $d=o(\log (n))$, if $k<\frac{2}{3-\beta}$ or if $k$ is arbitrary and $\beta>3$, then cliques dominantly form among vertices of very small weight, more precisely among vertices of weight at most $k^{\frac{1}{2-\beta}} n^{o(1)}$, which (if you take our results on the clique number into account) is $n^{o(1)}$ in total for cliques of all sizes that appear in the model with nonvanishing probability. On the other hand, if $d=\omega(\log (n))$ and $\beta \in(2,3)$, then cliques of all sizes dominantly form among very high-weight vertices, more precisely among vertices of weight at least on the order of $\sqrt{n}$. Again, this is the same behavior as in IRGs. We formalize this result in the following theorem.

THEOREM 1.3. Let $U_{k}$ be a set of $k$ randomly chosen vertices. If $\beta \in(2,3)$, $k<\frac{2}{3-\beta}$, and $d=o(\log (n))$, then there is a function $f(n)=e^{\Theta(1) d}=n^{o(1)}$ such that for all $p \in(0,1)$, there is an $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[w_{\max } \leq f(n) / \varepsilon \mid U_{k} \text { is clique }\right] \geq p
$$

If $\beta \in(2,3)$ and $d=\omega(\log (n))$, then for all (potentially superconstant) $k \geq 3$ and all $p \in(0,1)$, there is an $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[w_{\min } \geq \varepsilon \sqrt{n} \mid U_{k} \text { is clique }\right] \geq p
$$

TABLE 4
Dominant regimes for the minimum/maximum vertex weight associated to a clique. An entry of $M_{\varepsilon}(w)$ (as defined in Definition 1.2) means that for every $p \in(0,1)$, there is an $\varepsilon>0$ such that $\operatorname{Pr}\left[w_{\min } \in M_{\varepsilon}(w) \mid U_{k}\right.$ is clique $] \geq p$ (resp., $\operatorname{Pr}\left[w_{\max } \in M_{\varepsilon}(w) \mid U_{k}\right.$ is clique $] \geq p$ ), where $U_{k}$ is a set of $k$ vertices chosen u.a.r.

|  | Dominant Regimes for $w_{\min }$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $d=\Theta(1)$ | $d=o(\log (n))$ | $d=\omega(\log (n))$ |  |
| $2<\beta<3, k>\frac{2}{3-\beta}$ | $M_{\varepsilon}(\sqrt{n})$ | $M_{\varepsilon}(\sqrt{n})$ | $M_{\varepsilon}(\sqrt{n})$ |  |
| $2<\beta<3, k<\frac{2}{3-\beta}$ | $M_{\varepsilon}(1)$ | $M_{\varepsilon}^{(+)}\left(n^{o(1)}\right)$ | $M_{\varepsilon}(\sqrt{n})$ |  |
| $\beta>3$ | $M_{\varepsilon}(1)$ | $M_{\varepsilon}^{(+)}\left(n^{o(1)}\right)$ |  |  |
| Dominant Regimes for $w_{\max }$ |  |  |  |  |
| $2<\beta<3, k>\frac{2}{3-\beta}$ | $M_{\varepsilon}\left(k^{\frac{1}{\beta-1}} \sqrt{n}\right)$ | $M_{\varepsilon}\left(k^{\frac{1}{\beta-1}} \sqrt{n}\right)$ | $M_{\varepsilon}\left(k^{\frac{1}{\beta-1}} \sqrt{n}\right)$ |  |
| $2<\beta<3, k<\frac{2}{3-\beta}$ | $M_{\varepsilon}\left(k^{\frac{1}{\beta-2}}\right)$ | $M_{\varepsilon}^{(+)}\left(k^{\frac{1}{\beta-2}} n^{o(1)}\right)$ | $M_{\varepsilon}\left(k^{\frac{1}{\beta-1}} \sqrt{n}\right)$ |  |
| $\beta>3$ | $M_{\varepsilon}\left(k^{\frac{1}{\beta-2}}\right)$ | $M_{\varepsilon}^{(+)}\left(k^{\frac{1}{\beta-2}} n^{o(1)}\right)$ | - |  |

Moreover, it is worth noting that for $d, k$ constant, cliques of size $k<\frac{2}{3-\beta}$, if $\beta \in(2,3)$, and cliques of size $k \geq 3$, if $\beta>3$, dominantly form among vertices of only constant weight. Additionally, we remark that the dependence of $w_{\max }$ on $k$ as given in Table 4 is the same as one would expect in a star centered at the vertex of minimal weight $v_{\min }$. That is, if the weight of $v_{\min }$ is much smaller than $\sqrt{n}$, then each neighbor $u$ of $v_{\text {min }}$ has a weight that is essentially a sample of a Pareto distribution with exponent $\beta-1$ instead of $\beta$, since conditioning on $u \sim v_{\text {min }}$ imposes a bias towards a higher weight of $u$. Since there are $\Theta(k)$ neighbors, the maximum weight among these is essentially the maximum of $\Theta(k)$ independent samples from this distribution, which is typically of order $k^{\frac{1}{\beta-2}}$. If $w_{\text {min }}$ is already of order $\sqrt{n}$, the situation is similar; however, conditioning on $u \sim v_{\min }$ no longer imposes a bias towards a higher weight of $u$ as vertices with weight in this range are all connected with probability $\Omega(1)$. Thus, the weight of the neighbors of $v_{\min }$ continues to follow a Pareto distribution with exponent $\beta$, and the maximal weight among them is of order $k^{\frac{1}{\beta-1}}$. Our results show that this known behavior for stars remains essentially true for cliques; that is, conditioning on having a clique does not induce a bias towards much larger weights than conditioning on having a star.

Concentration bounds. The above analysis not only gives insights into where cliques dominantly form but also allows us to establish concentration bounds on the number of cliques in a similar way as done in [35]. More precisely, it allows us to establish that $K_{k}$ rescaled by its expectation converges in probability to 1 for almost all the regimes we consider and almost all relevant sizes of $k$. We write $K_{k} / \mathbb{E}\left[K_{k}\right] \rightarrow_{p} 1$ to denote convergence in probability and formalize in our statement in the following theorem.

Theorem 1.4. We have $K_{k} / \mathbb{E}\left[K_{k}\right] \rightarrow_{p} 1$; that is for all $\delta>0$,

$$
\operatorname{Pr}\left[\left|\frac{K_{k}}{\mathbb{E}\left[K_{k}\right]}-1\right| \geq \delta\right]=o(1)
$$

if one of the following conditions holds.
(i) $d=o(\log (n)), \beta \in(2,3), k \neq \frac{2}{3-\beta}$, and $k=o\left(n^{(3-\beta) / 4}\right)$.
(ii) $d=\omega(\log (n)), \beta \in(2,3), k=o\left(n^{(3-\beta) / 4}\right)$.
(iii) $d=o(\log (n)), \beta>3$, and $k=o(\log (n) /(\log \log (n)+d))$.

We remark that even for values of $k$ larger than the ones stated above, our results imply (slightly weaker) concentration bounds. General bounds on the variance of cliques are given in subsection 3.3.

Proof techniques. The proofs of our results (i.e., the ones in the above tables) are mainly based on bounds on the probability that a set of $k$ randomly chosen vertices forms a clique. To obtain concentration bounds on the number of cliques as needed for deriving bounds on the clique number, we use the second moment method and Chernoff bounds.

For the case of $d=\omega(\log (n))$, many of our results are derived from the following general insight. We show that for all $\beta>2$, the probability that a set of vertices forms a clique already behaves similarly to that in the IRG model if the weights of the involved nodes are sufficiently large. For $d=\omega\left(\log (n)^{2}\right)$, this holds in the entire graph, that is, regardless of the weights of the involved vertices. In fact our statement holds even more generally. That is, the described behavior applies not only to the probability that a clique is formed but also to the probability that any set of edges (or a superset thereof) is created.

Theorem 1.5. Let $G$ be a standard GIRG and let $k \geq 3$ be a constant. Furthermore, let $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of vertices chosen uniformly at random and let $\{\kappa\}^{(k)}=\left\{\kappa_{i j} \mid 1 \leq i, j \leq k\right\}$ describe the pairwise product of weights of the vertices in $U_{k}$. Let $E\left(U_{k}\right)$ denote the (random) set of edges formed among the vertices in $U_{k}$. Then, for any set of edges $\mathcal{A} \subseteq\binom{U_{k}}{2}$,

$$
\operatorname{Pr}\left[E\left(U_{k}\right) \supseteq \mathcal{A} \mid\{\kappa\}^{(k)}\right]= \begin{cases}(1 \pm o(1)) \prod_{\{i, j\} \in \mathcal{A}} \frac{\kappa_{i j}}{n} & \text { if } d=\omega\left(\log ^{2}(n)\right) \\ (1 \pm o(1)) \prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)^{1 \mp \mathcal{O}\left(\frac{\log (n)}{d}\right)} & \text { if } d=\omega(\log (n))\end{cases}
$$

For the proof we derive elementary bounds on the probability of the described events and use series expansions to investigate their asymptotic behavior. Remarkably, in contrast to our bounds for the case $d=o(\log (n))$, the high-dimensional case requires us to pay closer attention to the topology of the torus.

We leverage the above theorem to prove that GIRGs eventually become equivalent to IRGs with respect to the total variation distance. Theorem 1.5 already implies that the expected number of cliques in a GIRG is asymptotically the same as in an IRG for all $k \geq 3$ and all $\beta>2$ if $d=\omega\left(\log ^{2}(n)\right)$. However, we are able to show that the expected number of cliques for $\beta \in(2,3)$ actually already behaves like that of an IRG if $d=\omega(\log (n))$. The reason for this is that the clique probability among high-weight vertices starts to behave like that of an IRG earlier than is the case for low-weight vertices, and cliques forming among these high-weight vertices already dominate the number of cliques. Moreover, the clique number behaves like that of an IRG if $d=\omega(\log (n))$ for all $\beta>2$. However, the number of triangles among vertices of constant weight asymptotically exceeds that of an IRG as long as $d=o\left(\log ^{3 / 2}(n)\right)$, which we prove by deriving even sharper bounds on the expected number of triangles. Accordingly, convergence with respect to the total variation distance cannot occur before this point (this holds for all $\beta>2$ ).

In contrast to this, for the low-dimensional case (where $d=o(\log (n))$ ), the underlying geometry still induces strongly notable effects regarding the number of sufficiently small cliques for all $\beta>2$. However, even here, the expected number of such cliques decays exponentially in $d k$. The main difficulty in showing this is that we have to handle the case of inhomogeneous weights, which significantly influence the probability that a set of $k$ vertices chosen uniformly at random forms a clique. To this end, we prove the following theorem, which bounds the probability that a clique among $k$ vertices is formed if the ratio of the maximal and minimal weights is at most $c^{d}$. Note that the vertices forming a star is necessary for a clique to form. For this reason we consider the event $\mathbf{E}_{\text {star }}^{c}$ of the vertices forming a star centered at the lowest weight vertex. The theorem generalizes a result of Decreusefond et al. [16].

THEOREM 1.6. Let $G$ be a standard GIRG and consider $k \geq 3$. Furthermore, let $U_{k}=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be a set of vertices chosen uniformly at random and assume without loss of generality that $w_{1} \leq \cdots \leq w_{k}$. Let $\mathbf{E}_{\text {star }}^{c}$ be the event that $v_{1}$ connects to all vertices in $U_{k} \backslash\left\{v_{1}\right\}$ and that $w_{k} \leq c^{d} w_{1}$ for some constant $c \geq 1$ with $c^{2}\left(w_{1}^{2} /(\tau n)\right)^{1 / d} \leq 1 / 4$. Then, the probability that $U_{k}$ is a clique conditioned on $\mathbf{E}_{\text {star }}^{c}$ fulfills

$$
\left(\frac{1}{2}\right)^{d(k-1)} k^{d} \leq \operatorname{Pr}\left[U_{k} \text { is clique } \mid \mathbf{E}_{\text {star }}^{c}\right] \leq c^{d(k-2)}\left(\frac{1}{2}\right)^{d(k-1)} k^{d}
$$

Building on the variant by Decreusefond et al. [16], we provide an alternative proof of the original statement, showing that the clique probability conditioned on
the event $\mathbf{E}_{\text {star }}^{c}$ is monotonous in the weight of all other vertices. Remarkably, this only holds if we condition on the event that the center of our star is of minimal weight among the vertices in $U_{k}$.

We apply Theorem 1.6 to bound the clique probability in the whole graph (where the ratio of the maximum and minimum weights of vertices in $U_{k}$ is not necessarily bounded). Afterwards, we additionally use Chernoff bounds and the second moment method to bound the clique number.
1.4. Relation to previous analyses. In the following, we discuss how our results compare to insights obtained on similar graph models that (apart from not considering weighted vertices) mainly differ in the considered ground space. We note that, in the following, we consider GIRGs with uniform weights in order to obtain a valid comparison.

Random geometric graphs on the sphere. Our results indicate that the GIRG model on the torus behaves similarly to the model of spherical random geometric graphs (SRGGs) in the high-dimensional case. In this model, vertices are distributed on the surface of a $d-1$ dimensional sphere and an edge is present whenever the Euclidean distance between two points (measured by their inner product) falls below a given threshold. Analogously to the behavior of GIRGs, when keeping $n$ fixed and considering increasing $d \rightarrow \infty$, this model converges to its nongeometric counterpart, which in their case is the Erdős-Rényi model [17]. It is further shown that the clique number converges to that of an Erdős-Rényi graph (up to a factor of $1+o(1)$ ) if $d=\omega\left(\log ^{3}(n)\right)$.

Although the overall behavior of SRGGs is similar to that of GIRGs, the magnitude of $d$ in comparison to $n$ at which nongeometric features become dominant seems to differ. In fact, it is shown in [10, proof of Theorem 3] that the expected number of triangles in sparse SRGGs still grows with $n$ as long as $d=o\left(\log ^{3}(n)\right)$, whereas its expectation is constant in the nongeometric, sparse case (as for Erdős-Rényi graphs). On the other hand, in the GIRG model, we show that the expected number of triangles in the sparse case converges to the same (constant) value as that of the nongeometric model if only $d=\omega\left(\log ^{3 / 2}(n)\right)$. This indicates that, in the high-dimensional regime, differences in the nature of the underlying geometry result in notably different behavior, although in the case of constant dimensionality, the models are often assumed to behave very similarly.

Random geometric graphs on the hypercube. The work of Dall and Christensen [13] and the recent work of Erba et al. [18] show that RGGs on the hypercube do not converge to Erdős-Rényi graphs as $n$ is fixed and $d \rightarrow \infty$. However, our results imply that this is the case for RGGs on the torus. These apparent disagreements are despite the fact that Erba et al. use a similar central limit theorem for conducting their calculations and simulations [18].

The tools established in our paper yield an explanation for this behavior. Our proof of Theorem 1.1 relies on the fact that, for independent zero-mean variables $Z_{1}, \ldots, Z_{d}$, the covariance matrix of the random vector $Z=\sum_{i=1}^{d} Z_{i}$ is the identity matrix. This, in turn, is based on the fact that the torus is a homogeneous space, which implies that the probability measure of a ball of radius $r$ (proportional to its Lebesgue measure or volume, respectively) is the same, regardless of where this ball is centered. It follows that the random variables $Z_{(u, v)}$ and $Z_{(u, s)}$, denoting the normalized distances from $u$ to $s$ and $v$, respectively, are independent. As a result their covariance is 0 although both "depend" on the position of $u$.

For the hypercube, this is not the case. Although one may analogously define the distance of two vertices as a sum of independent, zero-mean random vectors over all
dimensions just like we do in this paper, the random variables $Z_{(u, v)}$ and $Z_{(u, s)}$ do not have a covariance of 0 .
1.5. Conjectures and future work. While making the first steps towards understanding GIRGs and sparse RGGs on the torus in high dimensions, we encountered several questions whose investigation does not fit into the scope of this paper. In the following, we give a brief overview of our conjectures and possible starting points for future work.

Noisy GIRGs. It would be interesting to extend our results to the temperate version of GIRGs, where the threshold is softened using a temperature parameter. That is, while the probability for an edge to exist still decreases with increasing distance, we can now have longer edges and shorter nonedges with certain probabilities. The motivation of this variant of GIRGs is based on the fact that real data is often noisy as well, leading to an even better representation of real-world graphs. In this regard, we remark that most of our proof techniques for the case of constant dimension carry over quite directly to temperate GIRGs. However, when considering nonconstant dimension, having an additional temperature parameter seems to complicate things significantly, which is the reason why we concentrate on threshold GIRGs in this work. Nevertheless, we note that both temperature and dimensionality affect the influence of the underlying geometry, so it would be interesting to further investigate whether a sufficiently high temperature has additional impact on how quickly GIRGs converge to IRGs.

Testing thresholds for detecting underlying geometry. Another crucial question is under which circumstances the underlying geometry of our model remains detectable by means of statistical testing, and when (i.e., for which values of $d$ ) our model converges in total variation distance to its nongeometric counterpart. A large body of work has already been devoted to this question for SRGGs $[17,10,9,34,33]$ and recently also for random intersection graphs [9]. While the question of when these graphs lose their geometry in the dense case is already largely answered, it remains open for the sparse case (where the marginal connection probability is proportional to $1 / n$ ), and progress has only been made recently [9,33]. It would be interesting to study this question for our model, both for the case of constant and for the case of inhomogeneous weights. Our work indicates that GIRGs and RGGs on the torus might lose their geometry earlier than SRGGs as the number of triangles is in expectation already the same as in an Erdős-Rényi graph if $d=\omega\left(\log ^{3 / 2}(n)\right)$, while for SRGGs this only happens if $d=\omega\left(\log ^{3}(n)\right)$ [10].

Furthermore, it remains to investigate dense RGGs on the torus in this regard, where the marginal connection probability of any pair of vertices is constant and does not decrease with $n$. For dense SRGGs, an analysis of the high-dimensional case has shown that the underlying geometry remains detectable as long as $d=o\left(n^{3}\right)$, while for sparse SRGGs it is conjectured that the respective threshold is only at $d=$ $\log (n)^{3}$. In the dense case, this is accomplished by counting so-called signed triangles [10]. Although for the sparse case, signed triangles have no advantage over ordinary triangles, they are much more powerful in the dense case and might prove useful for analyzing dense RGGs on the torus as well. Additionally, as GIRGs contain both very sparse and very dense parts, it is an interesting question whether inhomogeneous weights actually result in different testing thresholds somewhere between that of the dense and the sparse cases.
2. Preliminaries. We let $G=(V, E)$ be a (random) graph on $n$ vertices. We let $\binom{U}{2}$ be the set of all possible edges among vertices of a subset $U \subseteq V$ and denote
the actual set of edges between them by $E(U)=E \cap\binom{U}{2}$. A $k$-clique in $G$ is a complete induced subgraph on $k$ vertices of $G$. We let $K_{k}$ denote the random variable representing the number of $k$-cliques in $G$. We typically use $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ to denote a set of $k$ vertices chosen independently and uniformly at random from the graph. For the sake of brevity, we simple write that $U_{k}$ is a set of random vertices to denote that $U_{k}$ is obtained that way. Further, we write $w_{1}, \ldots, w_{k}$ for the weights of the vertices in $U_{k}$. The probability that $U_{k}$ forms a clique is denoted by $q_{k}$. Additionally, $\mathbf{E}_{\text {star }}$ is the event that $U_{k}$ is a star with center $v_{1}$.

We use standard Landau notation to describe the asymptotic behavior of functions for sufficiently large $n$. That is, for functions $f, g$, we write $f(n)=\mathcal{O}(g(n))$ if there is a constant $c>0$ such that for all sufficiently large $n, f(n) \leq c g(n)$. Similarly, we write $f(n)=\Omega(g(n))$ if $f(n) \geq c g(n)$ for sufficiently large $n$. If both statements are true, we write $f(n)=\Theta(g(n))$. Regarding our study of the clustering coefficient, some results make a statement about the asymptotic behavior of a function with respect to a sufficiently large $d$. These are marked by $\mathcal{O}_{d}(\cdot), \Omega_{d}(\cdot), \Theta_{d}(\cdot)$, respectively.
2.1. Spherical random geometric graphs (SRGGs). In this model, $n$ vertices are distributed uniformly on the $d$-dimensional unit sphere $\mathcal{S}^{d-1}$ and vertices $u, v$ connected whenever their $L_{2}$-distance is below the connection threshold $t_{u v}$, which is again chosen such that the connection probability of $u, v$ is fixed. This model thus differs from the GIRG model in its ground space (sphere instead of torus) and the fact that it uses homogeneous weights; i.e., the marginal connection probability between each pair of vertices is the same. We mainly use this model as a comparison, since its behavior in high dimensions was extensively studied previously [4, 10, 17].
2.2. Useful bounds and concentration inequalities. Throughout this paper, we use the following approximation of the binomial coefficient.

Lemma 2.1. For all $n \geq 1$ and all $1 \leq k \leq \frac{1}{2} n$, we have

$$
\binom{n}{k}=n^{k} \Theta(k)^{-k}
$$

That is, there are constants $c_{1}, c_{2}>0$ such that for all $n \geq 1$,

$$
n^{k}\left(c_{1} k\right)^{-k} \leq\binom{ n}{k} \leq n^{k}\left(c_{2} k\right)^{-k}
$$

Proof. We start with the upper bound and immediately get that for all $n, k$,

$$
\binom{n}{k} \leq \frac{n^{k}}{k!}
$$

From Stirling's approximation, we get for all $k \geq 1$ that

$$
\sqrt{2 \pi k}\left(\frac{k}{e}\right)^{k} e^{\frac{1}{12 k+1}} \leq k!.
$$

Because $k \geq 1$, the left side is lower bounded by $\left(\frac{k}{e}\right)^{k}$ and hence

$$
\binom{n}{k} \leq n^{k}\left(e^{-1} k\right)^{-k}
$$

$$
\binom{n}{k} \geq\left(\frac{(n-k)}{k}\right)^{k}=(n-k)^{k} k^{-k}
$$

We claim that there is a constant $c>0$ such that $(n-k)^{k} \geq(c n)^{k}$, which is equivalent to $1-\frac{k}{n} \geq c$. As $k \leq \frac{1}{2} n$, this inequality is true for all $c<\frac{1}{2}$, which finishes the proof.

We use the following well-known concentration bounds.
Theorem 2.2 (Theorem 2.2 in [29], Chernoff-Hoeffding bound). For $1 \leq i \leq k$, let $X_{i}$ be independent random variables taking values in $[0,1]$, and let $X:=\sum_{i=1}^{k} X_{i}$. Then, for all $0<\varepsilon<1$,
(i) $\operatorname{Pr}[X>(1+\varepsilon) \mathbb{E}[X]] \leq \exp \left(-\frac{\varepsilon^{2}}{3} \mathbb{E}[X]\right)$,
(ii) $\operatorname{Pr}[X<(1-\varepsilon) \mathbb{E}[X]] \leq \exp \left(-\frac{\varepsilon^{2}}{2} \mathbb{E}[X]\right)$, and
(iii) $\operatorname{Pr}[X \geq t] \leq 2^{-t}$ for all $t \geq 2 e \mathbb{E}[X]$.
3. Cliques in the low-dimensional regime. We start by proving the results from Tables 1,2 , and 3 for the case $d=o(\log (n))$. We remind the reader that the results in this section hold for the standard GIRG model but remark that our bounds up to (and including) section 4 are also applicable if norms other than $L_{\infty}$ are used.
3.1. Bounds on the clique probability. Recall that we denote by $K_{k}$ the random variable that represents the number of cliques of size $k$ in $G$ and that $q_{k}$ is the probability that a set of $k$ vertices chosen uniformly at random forms a clique. Then the expectation of $K_{k}$ is

$$
\mathbb{E}\left[K_{k}\right]=\binom{n}{k} q_{k}
$$

In the following, we derive upper and lower bounds on $q_{k}$. Our bounds here are very general and remain valid regardless of how the dimension scales with $n$ and which $L_{p}$-norm is used. One may also easily extend them to the nonthreshold version of the weight sampling model. Although our bounds are asymptotically tight for constant $d$, they become less meaningful if $d$ scales with $n$. We therefore derive sharper bounds in section 4 for the case $d=\omega(\log (n))$.

An upper bound on $q_{k}$. In this section, we derive an upper bound on $q_{k}$ by considering the event that a set of $k$ random vertices forms a star centered around the vertex of minimal weight. As this is necessary to form a clique, it gives us an upper bound on $q_{k}$ that is very general and independent of $d$. To get sharper upper bounds, we combine this technique with Theorem 1.6 in section 3.4.

Recall that $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ is a set of $k$ random vertices with (random) weights $w_{1}, \ldots, w_{k}$. In the following, we assume without loss of generality that $v_{1}$ is of minimal weight among all vertices in $U_{k}$. We start by analyzing how the minimal weight $w_{1}$ is distributed.

Lemma 3.1. Let $G$ be any GIRG with a power-law weight distribution with exponent $\beta>2$. Furthermore, let $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$ random vertices and assume that $v_{1}$ is of minimal weight $w_{1}$ among $U_{k}$. Then, $w_{1}$ is distributed according to the density function

$$
\rho_{w_{1}}(x)=\frac{(\beta-1) k}{w_{0}^{(1-\beta) k}} \cdot x^{(1-\beta) k-1}
$$

in the interval $\left[w_{0}, \infty\right]$. Conditioned on the weight $w_{1}$, the weight $w_{i}$ for all $2 \leq i \leq k$ is distributed independently as

$$
\rho_{w_{i} \mid w_{1}}(x)=\frac{\beta-1}{w_{1}^{1-\beta}} x^{-\beta} .
$$

Proof. Recall that the weight $w$ of each vertex is independently sampled from the Pareto distribution such that

$$
\begin{equation*}
\operatorname{Pr}[w \leq x]=1-\left(\frac{x}{w_{0}}\right)^{1-\beta} \tag{3.1}
\end{equation*}
$$

Accordingly, the probability that the minimal weight $w_{1}$ is at most $x$ is

$$
\operatorname{Pr}\left[w_{1} \leq x\right]=1-\operatorname{Pr}[w \geq x]^{k}=1-\left(\frac{x}{w_{0}}\right)^{k(1-\beta)}
$$

To find the density function of $w_{1}$, we differentiate this term and get

$$
\rho_{w_{1}}(x)=\frac{\mathrm{d} \operatorname{Pr}\left[w_{v} \leq x\right]}{\mathrm{d} x}=\frac{\mathrm{d}}{\mathrm{~d} x}\left(1-\left(\frac{x}{w_{0}}\right)^{(1-\beta) k}\right)=\frac{(\beta-1) k}{w_{0}^{(1-\beta) k} \cdot x^{(1-\beta) k-1} . . . ~}
$$

The conditional density function $\rho_{w_{i} \mid w_{1}}(x)$ of $w_{i}$ is then

$$
\rho_{w_{i} \mid w_{1}}(x)=\frac{\rho_{w}(x)}{\int_{w_{1}}^{\infty} \rho_{w}(x) \mathrm{d} x}=\frac{x^{-\beta}}{\int_{w_{1}}^{\infty} x^{-\beta} \mathrm{d} x}=\frac{\beta-1}{w_{1}^{1-\beta}} x^{-\beta}
$$

where $\rho_{w}(x)=\frac{\beta-1}{w_{0}^{1-\beta}} x^{-\beta}$ is the (unconditional) density function of a single weight.
We proceed by bounding the probability of the event $\mathbf{E}_{\text {star }}$ that $U_{k}$ is a star with center $v_{1}$. We start with the following lemma.

Lemma 3.2. Let $G$ be any GIRG with a power-law weight distribution with exponent $\beta>2$, let $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$ random vertices, and assume that $v_{1}$ is of minimal weight $w_{1}$ among $U_{k}$. Furthermore, let $\mathbf{E}_{\text {star }}$ be the event that $U_{k}$ is a star with center $v_{1}$ and let $w_{-}, w_{+} \geq w_{0}$. Then,

$$
\operatorname{Pr}\left[\mathbf{E}_{\text {star }} \cap w_{-} \leq w_{1} \leq w_{+}\right] \leq \mathcal{C}\left(\frac{\lambda}{n}\right)^{k-1}\left(\frac{\beta-1}{\beta-2}\right)^{k-1}\left(w_{+}^{k(3-\beta)-2}-w_{-}^{k(3-\beta)-2}\right)
$$

with

$$
\mathcal{C}:=\frac{(\beta-1) k w_{0}^{-(1-\beta) k}}{(3-\beta) k-2}
$$

Proof. Define $P:=\operatorname{Pr}\left[\mathbf{E}_{\text {star }} \cap w_{-} \leq w_{1} \leq w_{+}\right]$. As the marginal connection probability of two vertices $u, v$ with weights $w_{u}, w_{v}$ is $\min \left\{\lambda w_{u} w_{v}, 1\right\}$, we get

$$
\begin{aligned}
P & \leq \int_{w_{-}}^{w_{+}} \int_{w_{1}}^{\infty} \ldots \int_{w_{1}}^{\infty} \frac{\lambda^{k-1} w_{1}^{k-1} w_{2} \ldots w_{k}}{n^{k-1}} \rho_{w_{1}}\left(w_{1}\right) \rho_{w_{2} \mid w_{1}}\left(w_{2}\right) \ldots \rho_{w_{k} \mid w_{1}}\left(w_{k}\right) \mathrm{d} w_{k} \ldots \mathrm{~d} w_{1} \\
& =\left(\frac{\lambda}{n}\right)^{k-1} \int_{w_{-}}^{w_{+}} w_{1}^{k-1} \rho_{w_{1}}\left(w_{1}\right)\left(\int_{w_{1}}^{\infty} w_{2} \rho_{w_{2} \mid w_{1}}\left(w_{2}\right) \mathrm{d} w_{2}\right)^{k-1} \mathrm{~d} w_{1}
\end{aligned}
$$

By Lemma 3.1, we have

$$
\begin{equation*}
\int_{w_{1}}^{\infty} w_{2} \rho_{w_{2} \mid w_{1}}\left(w_{2}\right) \mathrm{d} w_{2}=\frac{\beta-1}{w_{1}^{1-\beta}} \int_{w_{1}}^{\infty} w_{2}^{1-\beta} \mathrm{d} w_{2}=\frac{\beta-1}{\beta-2} w_{1} \tag{3.2}
\end{equation*}
$$

and therefore, our expression for $P$ simplifies to

$$
\begin{aligned}
P & \leq\left(\frac{\lambda}{n}\right)^{k-1} \int_{w_{-}}^{w_{+}} w_{1}^{k-1} \rho_{w_{1}}\left(w_{1}\right)\left(\frac{\beta-1}{\beta-2} w_{1}\right)^{k-1} \mathrm{~d} w_{1} \\
& =\left(\frac{\lambda}{n}\right)^{k-1}\left(\frac{\beta-1}{\beta-2}\right)^{k-1} \frac{(\beta-1) k}{w_{0}^{(1-\beta) k}} \int_{w_{-}}^{w_{+}} w_{1}^{k(3-\beta)-3} \mathrm{~d} w_{1} \\
& =\mathcal{C}\left(\frac{\lambda}{n}\right)^{k-1}\left(\frac{\beta-1}{\beta-2}\right)^{k-1}\left(w_{+}^{k(3-\beta)-2}-w_{-}^{k(3-\beta)-2}\right)
\end{aligned}
$$

as desired.
Corollary 3.3. Let $G$ be any GIRG with a power-law weight distribution with exponent $\beta>2$, let $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$ random vertices, and assume that $v_{1}$ is of minimal weight $w_{1}$ among $U_{k}$. Furthermore, let $\mathbf{E}_{\text {star }}$ be the event that $U_{k}$ is a star with center $v_{1}$. Then,

$$
q_{k} \leq \operatorname{Pr}\left[\mathbf{E}_{\text {star }}\right] \leq \begin{cases}\Theta(1)^{k} n^{\frac{k}{2}(1-\beta)} & \text { if } k>\frac{2}{3-\beta} \text { and } 2<\beta<3 \\ \Theta(1)^{k} n^{1-k} & \text { otherwise }\end{cases}
$$

Proof. Set $w_{+}=\sqrt{n / \lambda}$ and observe that

$$
\operatorname{Pr}\left[\mathbf{E}_{\text {star }}\right]=\operatorname{Pr}\left[\mathbf{E}_{\text {star }} \cap w_{0} \leq w_{1} \leq w_{+}\right]+\operatorname{Pr}\left[\mathbf{E}_{\text {star }} \cap w_{1} \geq w_{+}\right]
$$

Note that, if $w_{1} \geq w_{+}=\sqrt{n / \lambda}$, the formation of a clique (and thus a star) is guaranteed and, hence,

$$
\operatorname{Pr}\left[\mathbf{E}_{\mathrm{star}} \cap w_{1} \geq w_{+}\right]=\operatorname{Pr}\left[w_{1} \geq w_{+}\right]=\left(\frac{w_{+}}{w_{0}}\right)^{k(1-\beta)}=\Theta(1)^{k} n^{\frac{k}{2}(1-\beta)}
$$

To bound $\operatorname{Pr}\left[\mathbf{E}_{\text {star }} \cap w_{0} \leq w_{1} \leq w_{+}\right]$, we use Lemma 3.2 and observe that

$$
\mathcal{C}=\frac{(\beta-1) k w_{0}^{-(1-\beta) k}}{(3-\beta) k-2}
$$

is positive if and only if $k>\frac{2}{3-\beta}$ and $2<\beta<3$. In this case Lemma 3.2 implies that $\operatorname{Pr}\left[\mathbf{E}_{\text {star }}\right] \leq \Theta(1)^{k} n^{\frac{k}{2}(1-\beta)}$, as desired. Otherwise, we get $\operatorname{Pr}\left[\mathbf{E}_{\text {star }} \cap w_{0} \leq w_{1} \leq w_{+}\right] \leq$ $\Theta(1)^{k} n^{1-k}$, which dominates $\operatorname{Pr}\left[\mathbf{E}_{\text {star }} \cap w_{1} \geq w_{+}\right]=\Theta(1)^{k} n^{\frac{k}{2}(1-\beta)}$.

The above lemma shows that there is a phase transition at $k=\frac{2}{3-\beta}$ if $2<\beta<3$, as previously observed by Michielan and Stegehuis [35]. We remark that our bound is independent of the geometry and also works in the temperate variant of the model, i.e., in the nonthreshold case.

A lower bound on $q_{k}$. To obtain a matching lower bound, we employ a similar strategy that yields the following lemma.

Lemma 3.4. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with any $L_{p}$-norm and let $w_{0} \leq w_{+} \leq \sqrt{n / \lambda}$. Then,

$$
\operatorname{Pr}\left[\left(U_{k} \text { is clique }\right) \cap\left(w_{0} \leq w_{1} \leq w_{+}\right)\right] \geq 2^{-d(k-1)} \mathcal{C}\left(\frac{\lambda}{n}\right)^{k-1}\left(w_{+}^{k(3-\beta)-2}-w_{0}^{k(3-\beta)-2}\right)
$$

with

$$
\mathcal{C}:=\frac{(\beta-1) k w_{0}^{-(1-\beta) k}}{(3-\beta) k-2}
$$

Proof. To get a lower bound on $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\cap w_{0} \leq w_{1} \leq w_{+}\right]$, we consider the event that every $u \in U_{k} \backslash\left\{v_{1}\right\}$ is placed at a distance of at most $t_{u v_{1}} / 2$ from $v_{1}$. Then, by the triangle inequality, for any $u, v \in U_{k} \backslash\left\{v_{1}\right\}$, we may bound the distance $d(u, v)$ as

$$
d(u, v) \leq \frac{1}{2} t_{u v_{1}}+\frac{1}{2} t_{v v_{1}} \leq t_{u v}
$$

because $w_{1} \leq w_{v}, w_{u}$. Hence, $u$ and $v$ are adjacent. The probability that a random vertex $u$ is placed at distance of at most $t_{u v} / 2$ from $v$ is equal to the volume $\nu(r)$ of the ball of radius $r=t_{u v} / 2$ (but at most 1), i.e.,

$$
\min \left\{1, \nu\left(t_{u v} / 2\right)\right\}=\min \left\{1,2^{-d} \nu\left(t_{u v}\right)\right\}=\min \left\{1,2^{-d} \lambda \frac{w_{u} w_{v}}{n}\right\}
$$

We remark that it is easy to verify that the above term is also a valid lower bound for the probability of the described event if we are working with some $L_{p}$-norm where $p<\infty$. Conditioned on a value of $w_{1}$ smaller than $\sqrt{n / \lambda}$, the probability that a vertex $u \in U_{k} \backslash\left\{v_{1}\right\}$ is placed within distance $t_{u v_{1}} / 2$ from $v_{1}$ is thus at least $2^{-d} \lambda w_{1}^{2} / n$. Thus,

$$
\begin{aligned}
\operatorname{Pr}\left[\left(U_{k} \text { is clique }\right) \cap\left(w_{0} \leq w_{1} \leq w_{+}\right)\right] & \geq \int_{w_{0}}^{w_{+}} \frac{2^{-d(k-1)} \lambda^{k-1} w_{1}^{2(k-1)}}{n^{k-1}} \rho_{w_{1}}\left(w_{1}\right) \mathrm{d} w_{1} \\
& =\left(\frac{2^{-d} \lambda}{n}\right)^{k-1} \frac{(\beta-1) k}{w_{0}^{(1-\beta) k}} \int_{w_{0}}^{w_{+}} w_{1}^{k(3-\beta)-3} \mathrm{~d} w_{1} \\
& =2^{-d(k-1)} \mathcal{C}\left(\frac{\lambda}{n}\right)^{k-1}\left(w_{+}^{k(3-\beta)-2}-w_{0}^{k(3-\beta)-2}\right),
\end{aligned}
$$

where the first equality is due to Lemma 3.1.
Corollary 3.5. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with any $L_{p^{-}}$norm. Then,

$$
q_{k} \geq \begin{cases}\Theta(1)^{k} n^{\frac{k}{2}(1-\beta)} & \text { if } k>\frac{2}{3-\beta} \\ \Theta(1)^{k} 2^{-d k} n^{1-k} & \text { otherwise } 2<\beta<3\end{cases}
$$

Proof. The proof is identical to that of Corollary 3.3 with Lemma 3.4 instead of Lemma 3.2.

Hence, the asymptotic behavior of our lower bound for $q_{k}$ is the same as that of the upper bound up to a factor of $2^{-d(k-1)} \Theta(1)^{k}$. We remark that our bounds are easily adaptable to the nonthreshold version of the GIRG model as here it is still guaranteed that a pair of vertices placed within its respective connection threshold is adjacent with a constant probability.
3.1.1. A sharper upper bound on $\boldsymbol{q}_{\boldsymbol{k}}$ for bounded weights. Our upper and lower bounds for the cases $k<\frac{2}{3-\beta}$ and $\beta \geq 3$ still differ by a factor that is exponential in $d$. In this section, we prove Theorem 1.6, which we restate for the sake of readability, and thereby narrow this gap down under the assumption that the weights of the vertices in $U_{k}$ are bounded. While this condition is not always met w.h.p. if we choose $U_{k}$ at random from all vertices, we show how to leverage it to obtain a better bound on the number of cliques in the entire graph in the subsection 3.4.

THEOREM 1.6. Let $G$ be a standard GIRG and consider $k \geq 3$. Furthermore, let $U_{k}=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be a set of vertices chosen uniformly at random and assume without loss of generality that $w_{1} \leq \cdots \leq w_{k}$. Let $\mathbf{E}_{\text {star }}^{c}$ be the event that $v_{1}$ connects to all vertices in $U_{k} \backslash\left\{v_{1}\right\}$ and that $w_{k} \leq c^{d} w_{1}$ for some constant $c \geq 1$ with $c^{2}\left(w_{1}^{2} /(\tau n)\right)^{1 / d} \leq 1 / 4$. Then, the probability that $U_{k}$ is a clique conditioned on $\mathbf{E}_{\text {star }}^{c}$ fulfills

$$
\left(\frac{1}{2}\right)^{d(k-1)} k^{d} \leq \operatorname{Pr}\left[U_{k} \text { is clique } \mid \mathbf{E}_{\text {star }}^{c}\right] \leq c^{d(k-2)}\left(\frac{1}{2}\right)^{d(k-1)} k^{d}
$$

Recall that $\tau=2^{d} / \lambda$ is a parameter controlling the average degree by influencing the connection threshold. We require the condition $c^{2}\left(w_{1}^{2} /(\tau n)\right)^{1 / d} \leq 1 / 4$ to ensure that the maximal connection threshold of any pair of vertices in $U_{k}$ is so small that we can measure the distance between two neighbors of a given vertex as we would in $\mathbb{R}^{d}$, i.e., without having to take the topology of the torus into account. We remark that this condition is asymptotically fulfilled as long as $d=o(\log (n))$ and $w_{1}=\mathcal{O}\left(n^{1 / 2-\varepsilon}\right)$ for any $\varepsilon>0$.

In the following, we let $\left\{w_{i}\right\}_{i}^{k}=\left\{w_{1}, \ldots, w_{k}\right\}$ be the sequence of weights of the vertices in $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ whereby we assume without loss of generality that $w_{1} \leq$ $\cdots \leq w_{k}$. We denote by " $U_{k}$ is star" the event that $U_{k}$ is a star centered at the vertex of minimum weight (which is $v_{1}$ ). In order to prove Theorem 1.6, we start by showing that $\operatorname{Pr}\left[U_{k}\right.$ is clique $\mid U_{k}$ is star, $\left.\left\{w_{i}\right\}_{i}^{k}\right]$ is monotonically increasing in $w_{i}$ for all $2 \leq i \leq k$. We remark that this property only holds if we condition on having a star centered at the vertex of minimal weight in $U_{k}$. With this statement, we may subsequently assume all $u \in U_{k} \backslash\left\{v_{1}\right\}$ to have a weight of $w_{1}$ and $c^{d} w_{1}$ for deriving a lower and upper bound on $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid \mathbf{E}_{\text {star }}^{c}\right]$, respectively.

Lemma 3.6. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG and denote by " $U_{k}$ is star" the event that $U_{k}$ forms a star centered at the vertex of minimal weight in $U_{k}$. Let further $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$ random vertices with $w_{1} \leq \cdots \leq w_{k}$. Then, the conditional probability $\operatorname{Pr}\left[U_{k}\right.$ is clique $\mid U_{k}$ is star, $\left.\left\{w_{i}\right\}_{i}^{k}\right]$ is monotonically increasing in $w_{2}, \ldots, w_{k}$.

Proof. For any $1 \leq i, j \leq k$, denote by $t_{i j}$ the connection threshold $t_{v_{i} v_{j}}=$ $\left(\frac{w_{i} w_{j}}{\tau n}\right)^{1 / d}$. In the following, we abbreviate $t_{i 1}$ by $t_{i}$ for $2 \leq i \leq k$. Note that, since we assume the use of $L_{\infty}$-norm and condition on $\mathbf{E}_{\text {star }}^{c}$, the vertex $v_{i}$ is uniformly distributed in the cube of radius $t_{i}$ around $v_{1}$ for all $2 \leq i \leq k$. Thus, all components of $\mathbf{x}_{v_{i}}$ are independent and uniformly distributed random variables in the interval $\left[-t_{i}, t_{i}\right]$ (we choose our coordinate system such that $\mathbf{x}_{v+1}$ is the origin). The probability that $U_{k}$ is a clique conditioned on $\mathbf{E}_{\text {star }}^{c}$ is hence equal to the probability that the distance between each pair of points is below their respective connection threshold in every dimension. If we denote by $p$ the probability that this event occurs in one fixed dimension, we get that $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid \mathbf{E}_{\text {star }}^{c},\left\{w_{i}\right\}_{i}^{k}\right]=p^{d}$ because all dimensions are independent. Therefore, it suffices to show the desired monotonicity only for $p$. In the
following, we therefore only consider one fixed dimension and denote the coordinate of the vertex $v_{i}$ in this dimension with $x_{i}$.

Note that the probability $p$ is equal to

$$
p=\int_{-t_{2}}^{t_{2}} \int_{-t_{3}}^{t_{3}} \ldots \int_{-t_{k}}^{t_{k}} \rho\left(x_{2}\right) \ldots \rho\left(x_{k}\right) \mathbb{1}\left(x_{2}, \ldots, x_{k}\right) \mathrm{d} x_{k} \ldots \mathrm{~d} x_{2}
$$

where $\rho\left(x_{i}\right)=\frac{1}{2 t_{i}}$ is the density function of $x_{i}$ as $x_{i}$ is uniformly distributed in the interval $\left[-t_{i}, t_{i}\right]$, and $\mathbb{1}\left(x_{2}, \ldots, x_{k}\right)$ is an indicator function that is 1 if and only if for all $2 \leq i, j \leq k$, we have $\left|x_{i}-x_{j}\right| \leq t_{i j}$. We show that $p$ is monotonically increasing in $w_{i}$ for all $2 \leq i \leq k$. For this, assume without loss of generality that we increase the weight of $v_{2}$ by a factor $\xi>1$. This weight change increases the threshold $t_{2}$ by a factor of $\xi^{1 / d}$ and we denote the connection threshold between $v_{i}$ and $v_{j}$ after the weight change by $\tilde{t}_{i j}$. The connection probability $\tilde{p}$ after this weight increases is

$$
\tilde{p}=\int_{-\xi^{1 / d} t_{2}}^{\xi^{1 / d} t_{2}} \int_{-t_{3}}^{t_{3}} \ldots \int_{-t_{k}}^{t_{k}} \tilde{\rho}\left(x_{2}\right) \rho\left(x_{3}\right) \ldots \rho\left(x_{k}\right) \tilde{\mathbb{1}}\left(x_{2}, \ldots, x_{k}\right) \mathrm{d} x_{k} \ldots \mathrm{~d} x_{2}
$$

where $\tilde{\rho}\left(x_{2}\right)=\frac{1}{2 \xi^{1 / d} t_{2}}=\rho\left(x_{2}\right) / \xi^{1 / d}$, and where $\tilde{\mathbb{1}}$ is defined like $\mathbb{1}$ with the only difference that it uses the new weight of $v_{2}$, i.e., $\tilde{\mathbb{1}}$ is 1 if and only if $\left|x_{i}-x_{j}\right| \leq \tilde{t}_{i j}$ for all $2 \leq i, j \leq k$. Substituting $x_{2}=\xi^{1 / d} y$, we get

$$
\begin{aligned}
\tilde{p} & =\xi^{1 / d} \int_{-t_{2}}^{t_{2}} \int_{-t_{3}}^{t_{3}} \ldots \int_{-t_{k}}^{t_{k}} \tilde{\rho}\left(\xi^{1 / d} y\right) \rho\left(x_{3}\right) \ldots \rho\left(x_{k}\right) \tilde{\mathbb{1}}\left(\xi^{1 / d} y, \ldots, x_{k}\right) \mathrm{d} y \ldots \mathrm{~d} x_{k} \\
& =\int_{-t_{2}}^{t_{2}} \int_{-t_{3}}^{t_{3}} \ldots \int_{-t_{k}}^{t_{k}} \rho(y) \rho\left(x_{3}\right) \ldots \rho\left(x_{k}\right) \tilde{\mathbb{1}}\left(\xi^{1 / d} y, \ldots, x_{k}\right) \mathrm{d} y \ldots \mathrm{~d} x_{k} .
\end{aligned}
$$

We claim that $\tilde{p} \geq p$, which we show by proving that $\mathbb{1}\left(y, \ldots, x_{k}\right)=1$ implies $\tilde{\mathbb{1}}\left(\xi^{1 / d} y, \ldots, x_{k}\right)=1$. For this, assume that $y, x_{3}, \ldots, x_{k}$ are such that $\mathbb{1}\left(y, \ldots, x_{k}\right)=1$. Note that it suffices to show that for all $3 \leq i \leq k$, if $\left|x_{i}-y\right| \leq t_{2 i}$, then $\mid x_{i}-$ $\xi^{1 / d} y \mid \leq \xi^{1 / d} t_{2 i}$. More formally, we have to show that $d_{i}:=\left|x_{i}-y\right| \leq t_{2 i}$ implies $d_{i}{ }^{\prime}:=\left|x_{i}-\xi^{1 / d} y\right| \leq \xi^{1 / d} t_{2 i}$.

We note that $\left|y-\xi^{1 / d} y\right| \leq \xi^{1 / d} t_{2}-t_{2}=t_{2}\left(\xi^{1 / d}-1\right)$, as $|y|$ is at most $t_{2}$. Hence, the distance between $v_{i}$ and $v_{2}$ increases by at most $t_{2}\left(\xi^{1 / d}-1\right)$ as well. Furthermore, recall that $t_{2} \leq t_{2 i}$ as we assume $w_{i} \geq w_{1}$. Accordingly,

$$
\begin{aligned}
d_{i}^{\prime} & \leq d_{i}+\left(\xi^{1 / d}-1\right) t_{2} \\
& \leq t_{2 i}+\left(\xi^{1 / d}-1\right) t_{2} \\
& \leq t_{2 i}+\left(\xi^{1 / d}-1\right) t_{2 i} \\
& =\xi^{1 / d} t_{2 i}
\end{aligned}
$$

which finishes the proof.
Before proceeding with the proof of Theorem 1.6, we remark that the above statement implies that the entire clique probability (conditional on a given weight sequence) is monotonically increasing in the involved weights. This will be useful in the next section.

Corollary 3.7. Let $\left\{w_{i}\right\}_{i}^{w}=\left\{w_{1}, \ldots, w_{k}\right\}$ be a weight sequence with $w_{1} \leq$ $\cdots \leq w_{k}$. Then, the probability $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid\left\{w_{i}\right\}_{i}^{w}\right]$ is monotonically increasing in $w_{1}, \ldots, w_{k}$.

Proof. Recall that " $U_{k}$ is star" denotes the event that $U_{k}$ is a star centered at the vertex of minimal weight in $U_{k}$ and note that

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \mid\left\{w_{i}\right\}_{i}^{w}\right]=\operatorname{Pr}\left[U_{k} \text { is clique } \mid U_{k} \text { is star, }\left\{w_{i}\right\}_{i}^{w}\right] \operatorname{Pr}\left[U_{k} \text { is star } \mid\left\{w_{i}\right\}_{i}^{w}\right] .
$$

Hence, if we increase any of the weights $w_{2}, \ldots, w_{k}$, then both of the above terms on the right-hand side are increasing. If we increase $w_{1}$, then note that

$$
\begin{aligned}
& \operatorname{Pr}\left[U_{k} \text { is clique } \mid\left\{w_{i}\right\}_{i}^{w}\right] \\
& \quad=\operatorname{Pr}\left[U_{k} \text { is clique } \mid U_{k} \backslash\left\{v_{1}\right\} \text { is clique, }\left\{w_{i}\right\}_{i}^{w}\right] \operatorname{Pr}\left[U_{k} \backslash\left\{v_{1}\right\} \text { is clique } \mid\left\{w_{i}\right\}_{i}^{w}\right] .
\end{aligned}
$$

Here, the second factor remains the same if we change $w_{1}$, and the first factor can only increase if we increase $w_{1}$ as - no matter how $v_{2}, \ldots, v_{k}$ arrange to form a cliqueincreasing $w_{1}$ only increases the probability that $v_{1}$ is adjacent to all of them.

We go on with calculating $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid \mathbf{E}_{\text {star }}^{c}\right]$ under the assumption of uniform weights, which afterwards implies Theorem 1.6.

Lemma 3.8. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG, let $U_{k}$ and $\mathbf{E}_{\text {star }}^{c}$ be defined as in Theorem 1.6, and assume that all vertices in $u \in U_{k} \backslash\left\{v_{1}\right\}$ have weight $w_{u} \geq w_{1}$. Then,

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \mid \mathbf{E}_{\text {star }}^{c}\right]=\left(\frac{w_{u}}{w_{1}}\right)^{k-2}\left(2^{-(k-1)}\left((2-k)\left(\frac{w_{u}}{w_{1}}\right)^{1 / d}+2(k-1)\right)\right)^{d}
$$

Proof. Again, we only consider one fixed dimension and denote the coordinate of a vertex $u \in U_{k}$ in this dimension by $x_{u}$. Note that by Lemma 3.6, we may assume that the vertices $v_{2}, \ldots, v_{k}$ all have the same weight. We further refer to the connection threshold between any $u \in U_{k} \backslash\left\{v_{1}\right\}$ and $v_{1}$ as $t_{0}$ and to the connection threshold between two vertices in $U_{k} \backslash\left\{v_{1}\right\}$ as $t_{u}$. This enables us to set the origin of our coordinate system such that $x_{u}$ takes values in $\left[0,2 t_{0}\right]$ for all $u \in U_{k}$, i.e., such that $x_{v_{1}}=t_{0}$. Recall that for all $u \in U_{k} \backslash\left\{v_{1}\right\}, x_{u}$ is a uniformly distributed random variable.

We refer to the event that the pairwise distance in the coordinates of all $u, v \in$ $U_{k} \backslash\left\{v_{1}\right\}$ in our fixed dimension is below the connection threshold $t_{u v}$ as $U_{k}$ being a $1-D$ clique. We calculate $p:=\operatorname{Pr}\left[U_{k}\right.$ is $1-\mathrm{D}$ clique $\left.\mid \mathbf{E}_{\mathrm{star}}^{c}\right]$ by integrating over the conditional probability $\operatorname{Pr}\left[U_{k}\right.$ is 1-D clique $\left.\mid \mathbf{E}_{\text {star }}^{c}, x_{\max }\right]$ where $x_{\max }$ is the coordinate of the rightmost vertex (the one with the largest coordinate) in $U_{k} \backslash\left\{v_{1}\right\}$. Note that $U_{k}$ is a 1-D clique if and only if we have $\left|x_{u}-x_{\max }\right| \leq t_{u}$ for all $u \in U_{k} \backslash\left\{v_{1}\right\}$. We further note that

$$
\operatorname{Pr}\left[U_{k} \text { is 1-D clique } \mid \mathbf{E}_{\text {star }}^{c}, x_{\max }\right]= \begin{cases}1 & \text { if } x_{\max } \leq t_{u} \\ \left(\frac{t_{u}}{x_{\max }}\right)^{k-2} & \text { otherwise }\end{cases}
$$

It remains to derive the distribution of $x_{\max }$. For this, we derive its density function as

$$
\begin{aligned}
\rho\left(x_{\max }\right) & =\frac{\mathrm{d} \operatorname{Pr}\left[x_{\max } \leq x\right]}{\mathrm{d} x} \\
& =\frac{\mathrm{d}}{\mathrm{~d} x}\left(\operatorname{Pr}[y \leq x]^{k-1}\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} x}\left(\left(\frac{x}{2 t_{0}}\right)^{k-1}\right) \\
& =\frac{k-1}{\left(2 t_{0}\right)^{k-1}} x^{k-2} .
\end{aligned}
$$

With this, we may deduce

$$
\begin{aligned}
\operatorname{Pr}\left[U_{k} \text { is 1-D clique } \mid \mathbf{E}_{\text {star }}^{c}\right] & =\int_{0}^{2 t_{0}} \rho\left(x_{\max }\right) \operatorname{Pr}\left[U_{k} \text { is 1-D clique } \mid x_{\text {max }}\right] \mathrm{d} x_{\text {max }} \\
& =\frac{k-1}{\left(2 t_{0}\right)^{k-1}}\left(\int_{0}^{t_{u}} x^{k-2} \mathrm{~d} x+t_{u}^{k-2} \int_{t_{u}}^{2 t_{0}} 1 \mathrm{~d} x\right) \\
& =2^{-(k-1)}\left(\left(\frac{t_{u}}{t_{0}}\right)^{k-1}+(k-1) \frac{t_{u}^{k-2}}{t_{0}^{k-1}}\left(2 t_{0}-t_{u}\right)\right) \\
& =2^{-(k-1)}\left(\left(\frac{t_{u}}{t_{0}}\right)^{k-1}+2(k-1)\left(\frac{t_{u}}{t_{0}}\right)^{k-2}-(k-1)\left(\frac{t_{u}}{t_{0}}\right)^{k-1}\right) \\
& =2^{-(k-1)}\left(\frac{w_{u}}{w_{1}}\right)^{\frac{k-2}{d}}\left((2-k)\left(\frac{w_{u}}{w_{1}}\right)^{1 / d}+2(k-1)\right) .
\end{aligned}
$$

Since $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid \mathbf{E}_{\text {star }}^{c}\right]=\operatorname{Pr}\left[U_{k} \text { is 1-D clique } \mid \mathbf{E}_{\text {star }}^{c}\right]^{d}$, this finishes the proof.
Proof of Theorem 1.6. We use the monotonicity of $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid \mathbf{E}_{\text {star }}^{c}\right]$ obtained by Lemma 3.8. Due to this monotonicity, it is sufficient to assume that $w_{u}=w_{1}$ for all $u \in U_{k}$ for deriving the lower bound. Hence, we have $w_{u} / w_{1}=1$ and the expression in Lemma 3.8 simplifies to

$$
2^{-d(k-1)} k^{d} .
$$

For the upper bound, we instead assume $w_{u}=c^{d} w_{1}$ implying that $\left(w_{u} / w_{1}\right)^{1 / d}=c$. Lemma 3.8 implies that

$$
\begin{aligned}
\operatorname{Pr}\left[U_{k} \text { is clique } \mid \mathbf{E}_{\mathrm{star}}^{c}\right] & \leq c^{d(k-2)} 2^{-d(k-1)}((2-k) c+2(k-1))^{d} \\
& \leq c^{d(k-2)} 2^{-d(k-1)} k^{d}=\frac{1}{c^{d}}\left(\frac{c}{2}\right)^{d(k-1)} k^{d},
\end{aligned}
$$

where we used that $(2-k) c+2(k-1) \leq k$ for all $c \geq 1$ and $k \geq 2$.
3.2. Characterizing cliques by vertex weights. After establishing bounds on the clique probability in the whole graph, we now turn to characterizing the clique probability in specific parts of the graph in order to prove the statements in Table 4. Note that the proofs for the regime $k<\frac{2}{3-\beta}$ and $d=\omega(\log (n))$ are in subsection 4.2; all the rest is proven here.

Recall that $w_{\min }$ and $w_{\max }$ are the minimum and maximum weights among $U_{k}$. Furthermore we assume that $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ with associated weights $w_{1} \leq w_{2} \leq$ $\cdots \leq w_{k}$. Note that $w_{1}=w_{\min }, w_{k}=w_{\max }$. We start by showing that cliques of size $k>\frac{2}{3-\beta}$ dominantly form within the heavy core.

Lemma 3.9. Let $k>\frac{2}{3-\beta}, \beta \in(2,3)$. Then for any $p \in(0,1)$, there is an $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[w_{\min } \in M_{\varepsilon}(\sqrt{n}) \mid U_{k} \text { is clique }\right] \geq p .
$$

Proof. In the first part, we show that $\operatorname{Pr}\left[w_{\min }<\varepsilon \sqrt{n} \mid U_{k}\right.$ is clique $] \leq 1-p$ for some $\varepsilon>0$. To this end, recall that $U_{k}=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ is a set of $k$ random vertices with weights $w_{1}, \ldots, w_{k}$ whereby we assume without loss of generality that $w_{1} \leq w_{2} \leq \cdots \leq w_{k}$. We have

$$
\operatorname{Pr}\left[w_{\min }<\varepsilon w \mid U_{k} \text { is clique }\right]=\frac{\operatorname{Pr}\left[\left(w_{\min }<\varepsilon w\right) \cap\left(U_{k} \text { is clique }\right)\right]}{\operatorname{Pr}\left[U_{k} \text { is clique }\right]} .
$$

By Corollary 3.5, we get that there is a constant $c_{1}>0$ such that $\operatorname{Pr}\left[U_{k}\right.$ is clique $] \geq$ $c_{1}^{k} n^{\frac{k}{2}(1-\beta)}$. By Lemma 3.2, where we set $w_{-}=w_{0}$, we have

$$
\begin{aligned}
& \operatorname{Pr}\left[\left(w_{\min }<\varepsilon w\right) \cap\left(U_{k} \text { is clique }\right)\right] \\
& \quad \leq \frac{(\beta-1) k w_{0}^{-(1-\beta)}}{(3-\beta) k-2}\left(\frac{\lambda(\beta-1) w_{0}^{-(1-\beta)}}{\beta-2}\right)^{k-1} n^{1-k}(\varepsilon w)^{k(3-\beta)-2} \\
& \quad \leq c_{2}^{k} n^{1-k}(\varepsilon w)^{k(3-\beta)-2}
\end{aligned}
$$

for some constant $c_{2}>0$ as $\frac{(\beta-1) k}{(3-\beta) k-2}$ is at most a constant for all (potentially superconstant) $k>\frac{2}{3-\beta}$. Hence,

$$
\begin{aligned}
\operatorname{Pr}\left[w_{\min }<\varepsilon w \mid U_{k} \text { is clique }\right] & \leq \frac{c_{2}^{k} n^{1-k}(\varepsilon w)^{k(3-\beta)-2}}{c_{1}^{k} n^{\frac{k}{2}(1-\beta)}} \\
& =\varepsilon^{k(3-\beta)-2}\left(\frac{c_{2}}{c_{1}}\right)^{k} \frac{n^{1-k} w^{k(3-\beta)-2}}{n^{\frac{k}{2}(1-\beta)}}
\end{aligned}
$$

Setting $w=\sqrt{n}$ yields

$$
\operatorname{Pr}\left[w_{\min }<\varepsilon \sqrt{n} \mid U_{k} \text { is clique }\right] \leq \varepsilon^{k(3-\beta)-2}\left(\frac{c_{2}}{c_{1}}\right)^{k}=\varepsilon^{-2}\left(\frac{c_{2} \varepsilon^{3-\beta}}{c_{1}}\right)^{k}
$$

If $k$ is a constant, we can see that (since $k(3-\beta)-2>0$ by our assumption on $k$ ), choosing an $\varepsilon>0$ small enough, the above probability is at most $1-p$, as desired. For $k=\omega(1)$, choosing any $\varepsilon<\left(c_{1} / c_{2}\right)^{\frac{1}{3-\beta}}$ yields that the above probability is $o(1)$ and thus shows that our statement holds for sufficiently large $n$.

It remains to show that also $\operatorname{Pr}\left[w_{\min }>\sqrt{n} / \varepsilon \mid U_{k}\right.$ is clique $] \leq 1-p$ for some $\varepsilon>0$. Here, it suffices to observe that for $\varepsilon<\lambda$ a clique is formed if $w_{\min }>\sqrt{n} / \varepsilon$. Thus, if $\varepsilon<\lambda$,

$$
\begin{aligned}
\operatorname{Pr}\left[w_{\min }>\sqrt{n} / \varepsilon \mid U_{k} \text { is clique }\right] & \leq \frac{\operatorname{Pr}\left[w_{\min }>\sqrt{n} / \varepsilon \cap U_{k} \text { is clique }\right]}{\operatorname{Pr}\left[U_{k} \text { is clique }\right]} \\
& \leq \frac{\operatorname{Pr}\left[w_{\min } \geq \sqrt{n} / \varepsilon\right]}{\operatorname{Pr}\left[w_{\min } \geq \sqrt{n} / \lambda\right]} \\
& =(\lambda / \varepsilon)^{k(1-\beta)},
\end{aligned}
$$

which approaches 0 as $\varepsilon \rightarrow 0$.
The next lemma proves the claimed bounds for $w_{\max }$ based on the previous result. Note that this also proves what we want for the entire regime $d=\omega(\log (n)), \beta \in(2,3)$ after we establish suitable bounds for $w_{\min }$ in subsection 4.2.

Lemma 3.10. Assume that for every $p \in(0,1)$ there is some $\delta>0$ such that

$$
\operatorname{Pr}\left[w_{\min } \in M_{\delta}(\sqrt{n}) \mid U_{k} \text { is clique }\right] \geq p
$$

Then, for every $p \in(0,1)$ there is also some $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[\left.w_{\max } \in M_{\varepsilon}\left(\sqrt{n} k^{\frac{1}{\beta-1}}\right) \right\rvert\, U_{k} \text { is clique }\right] \geq p
$$

Proof. Bound

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left.w_{\max }>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, U_{k} \text { is clique }\right] } \\
\leq & \operatorname{Pr}\left[\left.w_{\max }>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \geq \delta \sqrt{n}\right] \\
& +\operatorname{Pr}\left[w_{\min } \leq \delta \sqrt{n} \mid U_{k} \text { is clique }\right] .
\end{aligned}
$$

From the assumption in our statement, we know that the second term is upper bounded by some function $f(\delta)$ that approaches 0 as $\delta \rightarrow 0$. We bound the first term as follows:

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left.w_{\max }>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \geq \delta \sqrt{n}\right] } \\
& \leq \sum_{i=2}^{k} \operatorname{Pr}\left[\left.w_{i}>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \geq \delta \sqrt{n}\right] \\
& \leq k \cdot \frac{\operatorname{Pr}\left[w_{2}>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \cap U_{k} \text { is clique } \mid w_{\min } \geq \delta \sqrt{n}\right]}{\operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{\min } \geq \delta \sqrt{n}\right]} .
\end{aligned}
$$

Conditional on $w_{\min } \geq \delta \sqrt{n}$, the $U_{k}$ is a clique if $U_{k} \backslash\left\{v_{2}\right\}$ is a clique and if $w_{2}$ is at least $\sqrt{n} /(\lambda \delta)$ because then the connection probability of every pair of vertices is 1 . Hence,

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left.w_{\max }>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \geq \delta \sqrt{n}\right] } \\
& \leq k \cdot \frac{\operatorname{Pr}\left[U_{k} \backslash\left\{v_{2}\right\} \text { is clique } \left.\cap w_{2}>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, w_{\min } \geq \delta \sqrt{n}\right]}{\operatorname{Pr}\left[U_{k} \backslash\left\{v_{2}\right\} \text { is clique } \cap w_{2} \geq \sqrt{n} /(\lambda \delta) \mid w_{\min } \geq \delta \sqrt{n}\right]} \\
& =k \cdot \frac{\operatorname{Pr}\left[\left.w_{2}>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, w_{\min } \geq \delta \sqrt{n}\right]}{\operatorname{Pr}\left[w_{2} \geq \sqrt{n} /(\lambda \delta) \mid w_{\min } \geq \delta \sqrt{n}\right]},
\end{aligned}
$$

where the last step is due to independence. By the definition of the Pareto distribution, this is at most

$$
k \cdot\left(\frac{\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon}{\sqrt{n} /(\delta \lambda)}\right)^{1-\beta}=(\lambda \delta / \varepsilon)^{1-\beta}
$$

so in total

$$
\operatorname{Pr}\left[\left.w_{\max }>\sqrt{n} k^{\frac{1}{\beta-1}} / \varepsilon \right\rvert\, U_{k} \text { is clique }\right] \leq(\lambda \delta / \varepsilon)^{1-\beta}+f(\delta)
$$

and setting $\delta=\sqrt{\varepsilon}$ yields that this function tends to zero as $\varepsilon \rightarrow 0$, and the proof of the first part is finished.

For the second part, bound

$$
\begin{aligned}
& \operatorname{Pr}\left[\left.w_{\max }<\varepsilon \sqrt{n} k^{\frac{1}{\beta-1}} \right\rvert\, U_{k} \text { is clique }\right] \\
& \quad \leq \operatorname{Pr}\left[\left.w_{\max }<\varepsilon \sqrt{n} k^{\frac{1}{\beta-1}} \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \geq \delta \sqrt{n}\right] \\
& \\
& \quad+\operatorname{Pr}\left[w_{\min }<\delta \sqrt{n} \mid U_{k} \text { is clique }\right] .
\end{aligned}
$$

Again, by the assumption in our statement, we can make the second term arbitrarily small by adjusting $\delta$. For the first term, we bound

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left.w_{\max }<\varepsilon \sqrt{n} k^{\frac{1}{\beta-1}} \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \geq \delta \sqrt{n}\right] } \\
& =\operatorname{Pr}\left[\left.w_{\max }<\varepsilon \sqrt{n} k^{\frac{1}{\beta-1}} \right\rvert\, w_{\min } \geq \delta \sqrt{n}\right] \\
& \cdot \frac{\operatorname{Pr}\left[U_{k} \text { is clique } \left\lvert\,\left(w_{\max }<\varepsilon \sqrt{n} k^{\frac{1}{\beta-1}}\right) \cap\left(w_{\min } \geq \delta \sqrt{n}\right)\right.\right]}{\operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{\min } \geq \delta \sqrt{n}\right]} .
\end{aligned}
$$

It follows by a coupling argument and the fact that the clique probability is monotonically increasing in the weights of the involved vertices that the fraction above is at most 1. Furthermore, from the definition of the Pareto definition we have

$$
\begin{aligned}
\operatorname{Pr}\left[\left.w_{\max }<\varepsilon \sqrt{n} k^{\frac{1}{\beta-1}} \right\rvert\, w_{\min } \geq \delta \sqrt{n}\right] & \leq\left(1-\Omega\left(\frac{\varepsilon k^{\frac{1}{\beta-1}}}{\delta}\right)^{1-\beta}\right)^{k-1} \\
& =\exp \left(-\Omega(\varepsilon / \delta)^{1-\beta}\right)
\end{aligned}
$$

Hence, in total,

$$
\operatorname{Pr}\left[\left.w_{\max }<\varepsilon \sqrt{n} k^{\frac{1}{\beta-1}} \right\rvert\, U_{k} \text { is clique }\right] \leq \exp \left(-\Omega(\varepsilon / \delta)^{1-\beta}\right)+f(\delta)
$$

where $f$ is a function that tends to 0 as $\delta \rightarrow 0$. Setting $\delta=\sqrt{\varepsilon}$ yields that this holds for the entire right-hand side and finishes the proof.

We turn to the regime $d=o(\log (n))$ and $k \leq \frac{2}{3-\beta}$ or $\beta>3$. We start with the following lemma, which tells us that here at least one vertex of small weight, i.e., weight on the order of $\exp (\mathcal{O}(1) d)=n^{o(1)}$, is involved in a clique. We afterwards extend this statement to the other vertices involved in a clique.

Lemma 3.11. Let $d=o(\log (n))$ and $U_{k}$ be a set of $k$ random vertices. Let $w_{\text {min }}$ be the minimum weight among $U_{k}$. If $\beta>3$ or $k<\frac{2}{3-\beta}$, there is a constant $c>0$ (independent of $k$ ) such that for all $p \in(0,1)$ there is an $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[w_{\min } \leq e^{c d} / \varepsilon \mid U_{k} \text { is clique }\right] \geq p
$$

Proof. Similarly as in the proof of Lemma 3.9, we use Lemma 3.2 to obtain

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left(w_{1} \geq w / \varepsilon\right) \cap\left(U_{k} \text { is clique }\right)\right] } \\
& \leq \frac{(1-\beta) k w_{0}^{-(1-\beta)}}{(3-\beta) k-2}\left(\frac{\lambda(\beta-1) w_{0}^{-(1-\beta)}}{\beta-2}\right)^{k-1} n^{1-k}(w / \varepsilon)^{k(3-\beta)-2} \\
& \leq c_{2}^{k} n^{1-k}(w / \varepsilon)^{k(3-\beta)-2}
\end{aligned}
$$

for some constant $c_{2}>0$. By Corollary 3.5, we get that there is a constant $c_{1}$ such that $\operatorname{Pr}\left[U_{k}\right.$ is clique $] \geq\left(c_{1} 2^{-d}\right)^{k} n^{1-k}$. Define $\alpha=k(3-\beta)-2$ and note how this implies

$$
\operatorname{Pr}\left[w_{1} \geq w / \varepsilon \mid U_{k} \text { is clique }\right] \leq(w / \varepsilon)^{\alpha}\left(\frac{c_{2}}{c_{1} 2^{-d}}\right)^{k}=(w / \varepsilon)^{-2}\left(\frac{c_{2}(w / \varepsilon)^{3-\beta}}{c_{1} 2^{-d}}\right)^{k}
$$

Note that due to our assumptions on $\beta$ and $k$, we have $\alpha<0$. If $\beta \in(2,3)$, we only have to consider the case $k<\frac{2}{3-\beta}=$ const. Hence $\operatorname{Pr}\left[w_{1} \geq w / \varepsilon \mid U_{k}\right.$ is clique $]=$ $c_{3}(w / \varepsilon)^{\alpha} 2^{d k}$ for some constant $c_{3}>0$ and setting $w \geq 2^{\frac{d k}{-\alpha}}$ yields that the above
probability is at most $c_{3} / \varepsilon^{\alpha}$ as desired (recall that $\alpha<0$ ). Note that $c_{3}$ depends on $k$; however, since we only consider a constant number of different values of $k$ (namely all integers between 3 and $\frac{2}{3-\beta}$ ), we may as well choose it independent of $k$ by taking the maximum over all these $k$.

If $\beta>3$, let us choose $w=2^{\max \left\{1, \frac{1}{\beta-3}\right\} d}$. Then, as $w \geq 1$, for any $\varepsilon<\left(c_{2} / c_{1}\right)^{\frac{1}{3-\beta}}$, we have $\operatorname{Pr}\left[w_{1} \geq \varepsilon w \mid U_{k}\right.$ is clique $] \leq \varepsilon^{-2} c_{4}^{k}$ for some constant $c_{4}<1$, and the proof is finished.

We now proceed by bounding the maximum weight associated to a clique. To this end, we relate the probability that $U_{k}$ is a clique (assuming $w_{\min }$ is small) to the probability that $U_{k-1}$ is a clique in the following two lemmas.

Lemma 3.12. If $d=o(\log (n))$ and $\beta>3$, there are constants $a, t_{0}>0$ such that for all $t \geq t_{0}, w \geq w_{0}$ and all $k \geq 3$,

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \cap w_{\max } \geq t \mid w_{\min } \leq w\right] \leq \operatorname{Pr}\left[U_{k-1} \text { is clique } \mid w_{\min } \leq w\right] \cdot \frac{a w k t^{2-\beta}}{n} .
$$

Proof. Note that if we condition on any $w_{\min }$, all vertices in $U_{k} \backslash\left\{v_{\min }\right\}$ are distributed as independent Pareto random variables with parameters $\beta, w_{\min }$. By a union bound,

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \cap w_{\max } \geq t \mid w_{\min }\right] \leq \sum_{v \in U_{k} \backslash\left\{v_{\min }\right\}} \operatorname{Pr}\left[U_{k} \text { is clique } \cap w_{v} \geq t \mid w_{\min }\right]
$$

Now for any $v \in U_{k} \backslash\left\{v_{\text {min }}\right\}$,
$\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\cap w_{v} \geq t \mid w_{\text {min }}\right]$
$=\operatorname{Pr}\left[\operatorname{Pr}\left[U_{k}\right.\right.$ is clique $\cap w_{v} \geq t \mid U_{k} \backslash\{v\}$ is clique, $\left.\left.w_{\text {min }}\right]\right] \operatorname{Pr}\left[U_{k} \backslash\{v\}\right.$ is clique $\left.\mid w_{\min }\right]$
$=\operatorname{Pr}\left[U_{k}\right.$ is clique $\cap w_{v} \geq t \mid U_{k} \backslash\{v\}$ is clique, $\left.w_{\min }\right] \operatorname{Pr}\left[U_{k-1}\right.$ is clique $\left.\mid w_{\min }\right]$.
Hence, it remains to bound the first factor above. To this end, we consider the necessary event that $w_{v}$ is adjacent to $v_{\text {min }}$ and obtain

$$
\begin{aligned}
\operatorname{Pr}\left[U_{k} \text { is clique } \cap w_{v} \geq t \mid U_{k} \backslash\{v\} \text { is clique, } w_{\min }\right] & \leq \operatorname{Pr}\left[v \sim v_{\min } \cap w_{v} \geq t \mid w_{\min }\right] \\
& \leq \frac{\lambda w_{\min }}{n} \int_{t}^{\infty} c w^{1-\beta} \mathrm{d} w \\
& =\frac{a w_{\min } t^{2-\beta}}{n},
\end{aligned}
$$

where $c, a$ are constants. Summing over all $v$ yields the desired statement.
Lemma 3.13. Let $d=o(\log (n))$. Then there are constants $a, c>0$ such that for any $w \geq w_{0}$,

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{\min } \leq w\right] \geq \operatorname{Pr}\left[U_{k-1} \text { is clique } \mid w_{\min } \leq w\right] \cdot \frac{a w^{1-\beta} e^{-c d}}{n}
$$

Proof. Fix any $v \in U_{k} \backslash\left\{v_{\min }\right\}$ and observe
$\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid w_{\min } \leq w\right]=\operatorname{Pr}\left[U_{k}\right.$ is clique $\mid U_{k} \backslash\{v\}$ is clique $\left.\cap w_{\min } \leq w\right]$ $\cdot \operatorname{Pr}\left[U_{k} \backslash\{v\}\right.$ is clique $\left.\mid w_{\min } \leq w\right]$,
so it remains to find a lower bound for the first factor. We consider the event that $w_{k}$ is sufficiently large such that it is sufficiently likely that $v_{k}$ is placed close enough
to $v_{\min }$ to be connected to all the other vertices by the triangle inequality. We note that, if $v$ is placed within distance

$$
\phi:=\left(\frac{w_{v} w_{\min }}{\tau n}\right)^{1 / d}-\left(\frac{w_{\min }^{2}}{\tau n}\right)^{1 / d}=\left(\frac{w_{\min }}{\tau n}\right)^{1 / d}\left(w_{v}^{1 / d}-w_{\min }^{1 / d}\right)
$$

of $v_{\text {min }}$, then it must also be adjacent to all the other vertices. Assuming that $w_{v} \geq$ $\alpha w_{\text {min }}$ for some $\alpha>0$, this event occurs with probability

$$
\phi^{d}=\frac{\lambda w_{\min }}{n}\left(w_{k}^{1 / d}-w_{\min }^{1 / d}\right)^{d} \geq \frac{\lambda w_{0}^{2}}{n}\left(\alpha^{1 / d}-1\right)^{d} \geq \frac{\lambda w_{0}^{2}}{n}\left(\frac{\ln (\alpha)}{d}\right)^{d}
$$

where in the last step we used the inequality $e^{x} \geq 1+x$. Choosing $\alpha=e^{d}$ yields that the above probability is at least $\lambda w_{0}^{2} / n$. Furthermore, the probability that $w_{v} \geq$ $\alpha w_{\text {min }}=e^{d} w_{\text {min }}$ is

$$
\left(\frac{\alpha w_{\min }}{w_{0}}\right)^{1-\beta} \geq\left(\frac{w e^{d}}{w_{0}}\right)^{1-\beta}
$$

In total,

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \mid U_{k} \backslash\{v\} \text { is clique } \cap w_{\min } \leq w\right] \geq \frac{\lambda w_{0}^{2}}{n}\left(\frac{w e^{d}}{w_{0}}\right)^{1-\beta}=\frac{a w^{1-\beta} e^{-c d}}{n}
$$

for some constants $a, c>0$.
Using the previous two lemmas, we can bound the maximum weight associated to a clique as follows.

Lemma 3.14. If $d=o(\log (n))$ and $\beta>3$, there is a constant $c>0$ such that for any $p \in(0,1)$, there is an $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[\left.w_{\max } \leq e^{c d} k^{\frac{1}{\beta-2}} / \varepsilon \right\rvert\, U_{k} \text { is clique }\right] \geq p
$$

Proof. Observe that for any $\delta, \alpha$,

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left.w_{\max } \geq e^{c d} k^{\frac{1}{\beta-2}} / \varepsilon \right\rvert\, U_{k} \text { is clique }\right] } \\
\leq & \operatorname{Pr}\left[\left.w_{\max } \geq e^{c d} k^{\frac{1}{\beta-2}} / \varepsilon \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \leq e^{\alpha d} / \delta\right] \\
& \quad+\operatorname{Pr}\left[w_{\min } \geq e^{\alpha d} / \delta \mid U_{k} \text { is clique }\right] .
\end{aligned}
$$

Now, by Lemma 3.11, if we choose a suitable constant $\alpha$, we can make the second term arbitrarily small by choosing $\delta$ small enough. To bound the first term, observe further that

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left.w_{\max } \geq e^{c d} k^{\frac{1}{\beta-2}} / \varepsilon \right\rvert\, U_{k} \text { is clique } \cap w_{\min } \leq e^{\alpha d} / \delta\right] } \\
& =\frac{\operatorname{Pr}\left[U_{k} \text { is clique } \left.\cap w_{\max } \geq e^{c d} k^{\frac{1}{\beta-2}} / \varepsilon \right\rvert\, w_{\min } \leq e^{\alpha d} / \delta\right]}{\operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{\min } \leq e^{\alpha d} / \delta\right]} .
\end{aligned}
$$

By Lemma 3.12, there is a constant $a_{1}$ such that the numerator is bounded from above by

$$
\frac{a_{1}}{n}\left(e^{\alpha d} / \delta\right) k\left(e^{c d} k^{\frac{1}{\beta-2}} / \varepsilon\right)^{2-\beta}=\frac{a_{1}}{n} \frac{e^{\alpha d+(2-\beta) c d}}{\delta \varepsilon^{2-\beta}}
$$

Similarly, by Lemma 3.13, the denominator is bounded from below by

$$
\frac{a_{2}}{n} e^{-c^{\prime} d}\left(e^{\alpha d} / \delta\right)^{1-\beta}
$$

for some constants $a_{2}, c^{\prime}$. Combining these, the fraction is bounded from above by

$$
\frac{a_{1}}{a_{2}} \exp \left(\alpha d+c^{\prime} d+(2-\beta) c d\right) \delta^{-\beta} \varepsilon^{\beta-2}
$$

In total, there are constants $s, a_{3}, a_{4}>0$ such that

$$
\operatorname{Pr}\left[\left.w_{\max } \geq e^{c d} k^{\frac{1}{\beta-2}} / \varepsilon \right\rvert\, U_{k} \text { is clique }\right] \leq a_{3} \delta^{-\beta} \varepsilon^{\beta-2}+a_{4} \delta^{s} .
$$

Setting $\delta=\varepsilon^{\gamma}$ for any $0<\gamma<\frac{\beta-2}{\beta}$ then yields that this term tends to 0 as $\varepsilon$ tends to 0 and implies the desired statement.

Finally, we show that the minimum weight associated to a clique is at least of order $k^{\frac{1}{\beta-2}}$. This essentially follows from the fact that this holds for stars centered at $v_{\min }$; we show additionally that conditioning on a clique only induces a bias towards even larger weights. This implies that our bounds are tight up to a factor $e^{\Theta(1) d}=n^{o(1)}$.

Lemma 3.15. Let $d=o(\log (n))$. Assume further that $k<\frac{2}{3-\beta}$ or that $\beta>3$. Then for every $p \in(0,1)$ there is an $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[w_{\max } \in M_{\varepsilon}^{(-)}\left(k^{\frac{1}{\beta-2}}\right)\right] \geq p
$$

Proof. In the following-again-the event " $U_{k}$ is star" denotes the event that $U_{k}$ is a star centered at $v_{\text {min }}$. Bound

$$
\begin{aligned}
\operatorname{Pr} & {\left[\left.w_{\max }<\varepsilon k^{\frac{1}{\beta-2}} \right\rvert\, U_{k} \text { is clique }\right] } \\
& =\frac{\operatorname{Pr}\left[\left.w_{\max }<\varepsilon k^{\frac{1}{\beta-2}} \right\rvert\, U_{k} \text { is star }\right] \operatorname{Pr}\left[U_{k} \text { is clique } \mid U_{k} \text { is star } \cap\left(w_{\max }<\varepsilon k^{\frac{1}{\beta-2}}\right)\right]}{\operatorname{Pr}\left[U_{k} \text { is clique } \mid U_{k} \text { is star }\right]} .
\end{aligned}
$$

It follows by a coupling argument and the fact that the clique probability is monotonically increasing in $w_{2}, \ldots, w_{k}$ that

$$
\frac{\operatorname{Pr}\left[U_{k} \text { is clique } \mid U_{k} \text { is } \operatorname{star} \cap\left(w_{\max }<\varepsilon k^{\frac{1}{\beta-2}}\right)\right]}{\operatorname{Pr}\left[U_{k} \text { is clique } \mid U_{k} \text { is star }\right]} \leq 1
$$

Moreover, by the Pareto distribution and the fact that the edges in a star are all independent, we get that there is a constant $c>0$ such that

$$
\begin{aligned}
\operatorname{Pr}\left[w_{\max }<w \mid U_{k} \text { is star } \cap\left(w_{\min }=x\right)\right] & =\left(\frac{\int_{x}^{w} \frac{c x y}{n} y^{-\beta} \mathrm{d} y}{\int_{x}^{\infty} \frac{c x y}{n} y^{-\beta} \mathrm{d} y}\right)^{k-1} \\
& =\left(1-\Omega(w / x)^{2-\beta}\right)^{k-1}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\operatorname{Pr}\left[\left.w_{\max }<\varepsilon k^{\frac{1}{\beta-2}} \right\rvert\, U_{k} \text { is } \operatorname{star} \cap\left(w_{\min }=x\right)\right] & \leq\left(1-\Omega\left(\frac{\varepsilon k^{\frac{1}{\beta-2}}}{x}\right)^{2-\beta}\right)^{k-1} \\
& =\exp \left(-\Omega\left((x / \varepsilon)^{\beta-2}\right)\right)
\end{aligned}
$$

As $w_{\text {min }} \geq w_{0}$ deterministically, we get

$$
\operatorname{Pr}\left[\left.w_{\max }<\varepsilon k^{\frac{1}{\beta-2}} \right\rvert\, U_{k} \text { is star }\right] \leq \exp \left(-\Omega(1 / \varepsilon)^{\beta-2}\right)
$$

which approaches 0 as $\varepsilon \rightarrow 0$, as desired.
3.3. Bounding the variance of typical cliques. After bounding the expected number of cliques and characterizing the clique probability by vertex weight, we use the gained insights for bounding the variance of cliques restricted to the dominant regimes identified previously. This, together with the results from Table 4, allows us further to derive concentration bounds on the total number of cliques later in section 5 .

In the following, given a set of admissible weights $M$, we denote by $K_{k}(M)$ the number of $k$-cliques with vertex weights that are in $M$, and we derive bounds on the variance of $K_{k}\left(M_{\varepsilon}(w)\right)$ for suitable $w$ (recall the definition of $M_{\varepsilon}$ from Definition 1.2).

Lemma 3.16. For all $k \geq 3$ and for any set of weights $M$,

$$
\operatorname{Var}\left[K_{k}(M)\right] \leq \mathbb{E}\left[K_{k}(M)\right] \sum_{\ell=1}^{k}\binom{k}{\ell} \mathbb{E}\left[K_{k-\ell}(M)\right]
$$

Proof. For a set of vertices $A$, we write that " $A$ is clique in $M$ " if $A$ 's vertex weights are in $M$. Using this notation, we have

$$
\mathbb{E}\left[K_{k}(M)^{2}\right]=\left(\sum_{A} \operatorname{Pr}\left[M_{1} \text { is clique in } M\right]\right)
$$

where the sum goes over all $k$-element subsets of vertices. Accordingly,

$$
\begin{aligned}
\mathbb{E}[ & \left.K_{k}(M)^{2}\right] \\
\leq & \left(\sum_{A_{1}} \operatorname{Pr}\left[A_{1} \text { is clique in } M\right]\right)^{2} \\
& +\sum_{A_{1}} \sum_{\substack{A_{2} \\
\left|A_{1} \cap A_{2}\right| \geq 1}} \operatorname{Pr}\left[\left(A_{1} \text { is clique in } M\right) \cap\left(A_{2} \text { is clique in } M\right)\right] \\
\leq & \mathbb{E}\left[K_{k}(M)\right]^{2} \\
& +\sum_{A_{1}} \sum_{\substack{A_{2} \\
\left|A_{1} \cap A_{2}\right| \geq 1}} \operatorname{Pr}\left[A_{1} \text { is clique in } M\right] \operatorname{Pr}\left[A_{2} \backslash A_{1} \text { is clique in } M\right] . \\
= & \mathbb{E}\left[K_{k}(M)\right]^{2} \\
& +\binom{n}{k} \operatorname{Pr}\left[U_{k} \text { is clique in } M\right] \sum_{\ell=1}^{k}\binom{k}{\ell}\binom{n}{k-\ell} \operatorname{Pr}\left[U_{\ell} \text { is clique in } M\right] \\
= & \mathbb{E}\left[K_{k}(M)\right]^{2}+\mathbb{E}\left[K_{k}(M)\right] \sum_{\ell=1}^{k}\binom{k}{\ell} \mathbb{E}\left[K_{k-\ell}(M)\right] .
\end{aligned}
$$

By $\operatorname{Var}[X]=\mathbb{E}\left[X^{2}\right]-\mathbb{E}[X]^{2}$, the proof is finished.
We further need the following auxiliary lemma.
Lemma 3.17. For $\beta \in(2,3)$ and all $\ell \geq 1, \ell=o(n)$,

$$
\mathbb{E}\left[K_{\ell}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right] \leq \mathcal{O}\left(\frac{\ell \varepsilon^{1-\beta}}{n^{(3-\beta) / 2}}\right) \mathbb{E}\left[K_{\ell+1}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right]
$$

Proof. Observe that

$$
\begin{aligned}
\mathbb{E}\left[K_{\ell+1}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right] & =\binom{n}{\ell+1} \operatorname{Pr}\left[U_{\ell+1} \text { is clique in } M_{\varepsilon}^{(-)}(\sqrt{n})\right] \\
& \geq \frac{n-\ell}{\ell+1}\binom{n}{\ell} \operatorname{Pr}\left[U_{\ell} \text { is clique in } M_{\varepsilon}^{(-)}(\sqrt{n})\right] \Omega\left((\sqrt{n} / \varepsilon)^{1-\beta}\right) \\
& =\Omega\left(\frac{n^{(3-\beta) / 2}}{\varepsilon^{1-\beta} \ell}\right) \mathbb{E}\left[K_{\ell}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right]
\end{aligned}
$$

Here, in the penultimate step, we used the fact that $U_{\ell+1}$ is a clique if $U_{\ell}$ is a clique and the remaining $\ell+1$ th vertex has a weight of $\Omega((\sqrt{n} / \varepsilon))$.

Combining these statements yields that the number of cliques in the dominant regimes established earlier is self-averaging. That is, restricting the number of cliques to either vertices of very low or of very large weight yields a random variable that concentrates well around its expectation.

Lemma 3.18. For all $k \geq 3$ and for any $w>1$,

$$
\operatorname{Var}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right]=\mathcal{O}(w / \varepsilon)^{2 k} \mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right]
$$

Moreover,

$$
\operatorname{Var}\left[K_{k}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right] \leq \sum_{\ell=1}^{k} \mathcal{O}\left(\frac{\varepsilon^{1-\beta} k^{2}}{n^{(3-\beta) / 2}}\right)^{\ell} \mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right]^{2}
$$

Proof. As the maximum weight in $M_{\varepsilon}^{(+)}(w)$ is $w / \varepsilon$, the probability that $k-\ell$ vertices form a clique is $\mathcal{O}\left(w^{2} /\left(\varepsilon^{2} n\right)\right)^{k-\ell}$. Thus, the bound from Lemma 3.16 implies

$$
\begin{aligned}
\operatorname{Var}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right] & \leq \mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right] \sum_{\ell=1}^{k}\binom{k}{\ell}\binom{n}{k-\ell} \mathcal{O}\left(\left(w^{2} /\left(\varepsilon^{2} n\right)\right)^{k-\ell}\right. \\
& \leq \mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right] \mathcal{O}(w / \varepsilon)^{2 k} \sum_{\ell=1}^{k}\binom{k}{\ell} \\
& \leq \mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right] \mathcal{O}(w / \varepsilon)^{2 k}
\end{aligned}
$$

as $\sum_{\ell=1}^{k}\binom{k}{\ell} \leq 2^{k}$.
For the second part of the statement, note that by Lemma 3.17, we have

$$
\mathbb{E}\left[K_{k-\ell}\left(M_{\varepsilon}^{(+)}(w)\right)\right] \leq \mathcal{O}\left(\frac{\varepsilon^{1-\beta} k}{n^{(3-\beta) / 2}}\right)^{\ell} \mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right]
$$

Accordingly, by Lemma 3.16,

$$
\operatorname{Var}\left[K_{k}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right] \leq \mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right]^{2} \sum_{\ell=1}^{k} \mathcal{O}\left(\frac{\varepsilon^{1-\beta} k^{2}}{n^{(3-\beta) / 2}}\right)^{\ell}
$$

3.4. Bounds on the expected number of cliques. We proceed by turning the results from the previous sections into bounds on the expected number of cliques. Recall that

$$
\begin{equation*}
\mathbb{E}\left[K_{k}\right]=\binom{n}{k} q_{k}=n^{k} \Theta(k)^{-k} q_{k} \tag{3.3}
\end{equation*}
$$

Based on this relation and our bounds on $q_{k}$, we prove the following.

Theorem 3.19. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with dimensionality $d=o(\log (n))$. Then, we have

$$
\mathbb{E}\left[K_{k}\right]= \begin{cases}n \exp (-\Theta(1) d k) \Theta(k)^{-k}+o(1) & \text { if } k<\frac{2}{3-\beta} \text { or } \beta \geq 3, \\ n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k} & \text { otherwise, }\end{cases}
$$

whereby the statement holds for all (potentially superconstant) $k \geq 3$ if $\beta \neq 3$, and for $k=o(\log (n) / d)$ if $\beta=3$.

Proof. Observe that Corollaries 3.3 and 3.5 directly imply $\mathbb{E}\left[K_{k}\right]=n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k}$ for the case $2<\beta<3$ and $k>\frac{2}{3-\beta}$. For the other case, note that Corollary 3.5 shows that $\mathbb{E}\left[K_{k}\right] \geq 2^{-d k} n \Theta(k)^{-k}$, and so it only remains to derive an upper bound, i.e., to show that $\mathbb{E}\left[K_{k}\right] \leq n \exp (-\Omega(1) d k) \Theta(k)^{-k}+o(1)$.

To this end, we define the set $W_{\ell}$ to be the set of all $k$-element subsets of vertices among which the minimum weight is at most $\ell$, and we denote by $K_{k}\left(W_{\ell}\right)$ and $K_{k}\left(\overline{W_{\ell}}\right)$ the random variables denoting the number of $k$-cliques in $W_{\ell}$ and $W_{\ell}$, respectively. Clearly, for all $\ell$ and any $\varepsilon>0$, we have $\mathbb{E}\left[K_{k}\right]=\mathbb{E}\left[K_{k}\left(W_{\ell}\right)\right]+\mathbb{E}\left[K_{k}\left(\overline{W_{\ell}}\right)\right]$. We fix $\ell=n^{1 / 2-\varepsilon}$ and start by deriving a bound for $\mathbb{E}\left[K_{k}\left(W_{\ell}\right)\right]$.

Recall that we assume $v_{1}$ to be of minimal weight $w_{1}$ among $U_{k}$ and that we denote by $\mathbf{E}_{\text {star }}$ the event that $U_{k}$ is a star with center $v_{1}$. We let $\mathbf{E}_{\text {star }}^{\ell}$ be the event $\mathbf{E}_{\text {star }} \cap\left(U_{k} \in W_{\ell}\right)$ and observe that

$$
\mathbb{E}\left[K_{k}\left(W_{\ell}\right)\right] \leq n^{k} \Theta(k)^{-k} \operatorname{Pr}\left[U_{k} \text { is clique } \mid \mathbf{E}_{\text {star }}^{\ell}\right] \operatorname{Pr}\left[\mathbf{E}_{\text {star }}^{\ell}\right] .
$$

We note that $\operatorname{Pr}\left[\mathbf{E}_{\text {star }}^{\ell}\right] \leq \operatorname{Pr}\left[\mathbf{E}_{\text {star }}\right]=\Theta(1)^{k} n^{-(k-1)}$ as established in Corollary 3.3. It thus remains to show $\operatorname{Pr}\left[U_{k}\right.$ is clique $\left.\mid \mathbf{E}_{\text {star }}^{\ell}\right] \leq \mathcal{O}(1)^{k} \exp (-\Omega(1) d k)$.

To show this, we apply Theorem 1.6. However, for this, we need to ensure that the weights $w_{2}, \ldots, w_{k}$ are at most $w_{1} c^{d}$ for some constant $c>1$, and that the maximal connection threshold $c^{2}\left(\frac{w_{1}^{2}}{\tau n}\right)^{1 / d}$ is at most $1 / 4$. As $w_{1} \leq \ell=n^{1 / 2-\varepsilon}$ and $d=o(\log (n))$, the second condition is fulfilled for large enough $n$ and every $\varepsilon>0$. Regarding the first condition, however, we observe that some of the vertices in $U_{k}$ might have a weight larger than $w_{1} c^{d}$. Yet, it is very unlikely that this occurs for many vertices of $U_{k}$. We split $U_{k}$ into the two parts $U_{k}^{(1)}$ and $\overline{U_{k}^{(1)}}$, such that $U_{k}^{(1)}$ is the set of vertices in $U_{k}$ with weight at most $w_{1} c^{d}$ and $\overline{U_{k}^{(1)}}=U_{k} \backslash U_{k}^{(1)}$. We set $s=\max \{3,\lfloor k / 2\rfloor\}$ and bound

$$
\begin{aligned}
& \operatorname{Pr}\left[U_{k} \text { is clique } \mid \mathbf{E}_{\text {star }}^{\ell}\right] \\
& \quad \leq \operatorname{Pr}\left[U_{k}^{(1)} \text { is clique } \mid \mathbf{E}_{\text {star }}^{\ell} \cap\left(\left|U_{k}^{(1)}\right| \geq s\right)\right] \operatorname{Pr}\left[\left|U_{k}^{(1)}\right| \geq s \mid \mathbf{E}_{\text {star }}^{\ell}\right] \\
& \\
& \quad+\operatorname{Pr}\left[U_{k}^{(1)} \text { is clique } \mid \mathbf{E}_{\text {star }}^{\ell} \cap\left(\left|U_{k}^{(1)}\right|<s\right)\right] \operatorname{Pr}\left[\left|U_{k}^{(1)}\right|<s \mid \mathbf{E}_{\text {star }}^{\ell}\right] .
\end{aligned}
$$

As probabilities are at most one, we may bound

$$
\begin{align*}
& \operatorname{Pr}\left[U_{k} \text { is clique } \mid \mathbf{E}_{\text {star }}^{\ell}\right] \\
& \quad \leq \operatorname{Pr}\left[U_{k}^{(1)} \text { is clique }\left|\mathbf{E}_{\text {star }}^{\ell} \cap\right| U_{k}^{(1)} \mid \geq s\right]+\operatorname{Pr}\left[\left|U_{k}^{(1)}\right|<s \mid \mathbf{E}_{\text {star }}^{\ell}\right] . \tag{3.4}
\end{align*}
$$

By Theorem 1.6, the former probability is $\exp (-\Theta(1) d s)$ as there is a constant $\xi>0$ such that $s \geq \xi k$ for all $k \geq 3$. We thus proceed by bounding the latter term in the above expression.

We observe that, conditioned on $\mathbf{E}_{\text {star }}^{\ell}$, the weights $w_{2}, \ldots, w_{k}$ are i.i.d. random variables, and so $\left|U_{k}^{(1)}\right|$ is distributed according to the binomial distribution $\operatorname{Bin}(k-$ $1, p)$, where $p=\operatorname{Pr}\left[w_{2} \geq w_{1} c^{d} \mid \mathbf{E}_{\text {star }}^{\ell}\right]$.

CLAIM 3.20. There is a constant $b>1$ such that $p \leq b^{-d+\mathcal{O}(1)}$.
We defer the proof of this claim and proceed by showing how it helps in our main proof. Due to the binomial nature of $\left|\overline{U_{k}^{(1)}}\right|$, we get

$$
\begin{aligned}
\operatorname{Pr}\left[\left|U_{k}^{(1)}\right|<s \mid \mathbf{E}_{\mathrm{star}}^{\ell}\right] & =\operatorname{Pr}\left[\left|\overline{U_{k}^{(1)}}\right|>k-s \mid \mathbf{E}_{\mathrm{star}}^{\ell}\right] \\
& =\sum_{i=k-s+1}^{k-1}\binom{k-1}{i} p^{i}(1-p)^{k-1-i} \\
& \leq \sum_{i=k-s+1}^{k-1}\binom{k-1}{i} b^{-d i+\mathcal{O}(1) i} \\
& \leq b^{-d(k-s+1)+\mathcal{O}(1) k} \sum_{i=k-s+1}^{k-1}\binom{k-1}{i} \\
& \leq b^{-d(k-s+1)+\mathcal{O}(1) k}
\end{aligned}
$$

where the last step is due to the fact that $\sum_{i=k-s+1}^{k-1}\binom{k-1}{i} \leq 2^{k}$. Now, observe that there is a constant $\xi>0$ such that $k-s+1 \geq \xi k$ for all $k \geq 3$. Thus, the above expression is $\exp (-\Omega(1) d k) \mathcal{O}(1)^{k}$, and so $\mathbb{E}\left[K_{k}\left(W_{\ell}\right)\right]=n \exp (-\Omega(1) d k) \mathcal{O}(k)^{-k}$. It remains to prove Claim 3.20.

Proof of Claim 3.20. Fix a vertex $u \in U_{k} \backslash\left\{v_{1}\right\}$ and observe that

$$
p=\operatorname{Pr}\left[w_{u} \geq w_{1} c^{d} \mid\left(u \sim v_{1}\right) \cap\left(U_{k} \in W_{\ell}\right)\right]
$$

because the weight of each $u \in U_{k} \backslash\left\{v_{1}\right\}$ is an i.i.d. random variable conditioned on $\mathbf{E}_{\text {star }}^{\ell}=\mathbf{E}_{\text {star }} \cap U_{k} \in W_{\ell}$ and is, in particular, independent of whether other vertices in $U_{k}$ are adjacent to $v_{1}$. Now, assume that $w_{1}=x \leq \ell=n^{1 / 2-\varepsilon}$ and observe that

$$
\begin{equation*}
\operatorname{Pr}\left[w_{u} \geq w_{1} c^{d} \mid\left(u \sim v_{1}\right) \cap\left(w_{1}=x\right)\right]=\frac{\operatorname{Pr}\left[\left(w_{u} \geq w_{1} c^{d}\right) \cap\left(u \sim v_{1}\right) \mid w_{1}=x\right]}{\operatorname{Pr}\left[u \sim v_{1} \mid w_{1}=x\right]} . \tag{3.5}
\end{equation*}
$$

Note that for all $x \leq n^{1 / 2-\varepsilon}$,

$$
\begin{aligned}
\operatorname{Pr}\left[u \sim v_{1} \mid w_{1}=x\right] \geq \int_{x}^{\frac{n}{\lambda x}} \frac{\lambda x w_{u}}{n} \rho\left(w_{u}\right) \mathrm{d} w_{u} & =\frac{\lambda x}{n} \Theta(1)\left(x^{2-\beta}-\left(\frac{n}{\lambda x}\right)^{2-\beta}\right) \\
& =\frac{\lambda x^{3-\beta}}{n} \Theta(1)\left(1-\left(\frac{n}{\lambda x^{2}}\right)^{2-\beta}\right) \\
& \geq(1-o(1)) \frac{\lambda x^{3-\beta}}{n} \Theta(1),
\end{aligned}
$$

where the last step follows from the fact that $x \leq n^{1 / 2-\varepsilon}$. On the other hand, we get

$$
\begin{aligned}
\operatorname{Pr}\left[\left(w_{u} \geq w_{1} c^{d}\right) \cap\left(u \sim v_{1}\right) \mid w_{1}=x\right] \leq \int_{x c^{d}}^{\infty} \frac{\lambda x w_{u}}{n} \rho\left(w_{u}\right) \mathrm{d} w_{u} & =\frac{\lambda x}{n} \Theta(1)\left(x c^{d}\right)^{2-\beta} \\
& =\frac{\lambda x^{3-\beta}}{n} \Theta(1) c^{(2-\beta) d}
\end{aligned}
$$

Thus, we get from (3.5) that

$$
\operatorname{Pr}\left[w_{u} \geq w_{1} c^{d} \mid\left(u \sim v_{1}\right) \cap\left(w_{1}=x\right)\right] \leq(1+o(1)) \Theta(1) c^{(2-\beta) d}=b^{-d+\mathcal{O}(1)}
$$

if we choose $b=c^{\beta-2}$, which is greater than 1 , since $c>1$ and $\beta>2$.

It remains to bound $\mathbb{E}\left[K_{k}\left(\overline{W_{\ell}}\right)\right]$. We observe that

$$
\mathbb{E}\left[K_{k}\left(\overline{W_{\ell}}\right)\right] \leq n^{k} \Theta(k)^{-k}\left(\operatorname{Pr}\left[\left(U_{k} \text { is clique }\right) \cap\left(\ell \leq w_{1} \leq \sqrt{n / \lambda}\right)\right]+\operatorname{Pr}\left[w_{1} \geq \sqrt{n / \lambda}\right]\right)
$$

As in the proof of Corollary 3.3 , we have

$$
\operatorname{Pr}\left[w_{1} \geq \sqrt{n / \lambda}\right] \leq \Theta(1)^{k} n^{\frac{k}{2}(3-\beta)-k},
$$

and from Lemma 3.2, we get

$$
\begin{aligned}
\operatorname{Pr}\left[\left(U_{k} \text { is clique }\right) \cap\left(\ell \leq w_{1} \leq \sqrt{n / \lambda}\right)\right] & \leq \Theta(1)^{k} n^{-(k-1)} n^{(1 / 2-\varepsilon)(k(3-\beta)-2)} \\
& \leq \Theta(1)^{k} n^{-(k-1)-\delta}
\end{aligned}
$$

for some $\delta \geq(1 / 2-\varepsilon)(3(\beta-3)+2)>0$ since we have $k \geq 3$ and $k(\beta-3)+2>0$ for $k<\frac{2}{3-\beta}$ or $\beta \geq 3$. This implies

$$
\mathbb{E}\left[K_{k}\left(\overline{W_{\ell}}\right)\right] \leq n^{1-\delta} \Theta(k)^{-k} .
$$

Now, we distinguish three cases. In the first case, $2<\beta<3$ and $k<\frac{2}{3-\beta}$. Here, as $k$ is at most a constant, $n^{-\delta}$ is asymptotically smaller than $\exp (-\Theta(1) d k)$ (recall that $d=o(\log (n)))$, which finishes the proof for this case. If $\beta=3$, recall that we only have to show the statement for $k=o(\log (n) / d)$ and under this assumption, again, $n^{-\delta}$ is asymptotically smaller than $\exp (-\Theta(1) d k)$. For the case $\beta>3$, recall that $\delta$ is at least a constant since $\delta \geq(1 / 2-\varepsilon)(3(\beta-3)+2)$. As $3(\beta-3)+2$ is strictly greater than 2 , we may choose $\varepsilon>0$ sufficiently small to get $\delta>1$. Then, $\mathbb{E}\left[K_{k}\left(\overline{W_{\ell}}\right)\right]=o(1)$ for all $k \geq 3$, which finishes the proof.

Summarizing our results on $\mathbb{E}\left[K_{k}\right]$, we see that in the case $2<\beta<3$, there is a phase transition at $k=\frac{2}{3-\beta}$, which was previously observed (in the case of constant d) by Michielan and Stegehuis [35] and also by Bläsius et al. [7] for HRGs. Regarding the influence of $d$, we find that the number of cliques in the regime $k<\frac{2}{3-\beta}$ or $\beta>3$ decreases exponentially in $d k$.
3.5. Bounds on the clique number. Now, we turn our bounds on the expected number of cliques into bounds on the clique number. The results of this section constitute the first two columns of Table 3.

Upper bounds. We start with the upper bounds stated in the first row of Table 3.
Theorem 3.21. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $\beta<3$. Then, $\omega(G)=\mathcal{O}\left(n^{(3-\beta) / 2}\right)$ a.a.s.

Proof. We may upper bound the clique number with Markov's inequality, which tells us that

$$
\operatorname{Pr}[\omega(G) \geq k]=\operatorname{Pr}\left[K_{k} \geq 1\right] \leq \mathbb{E}\left[K_{k}\right] .
$$

The goal now is to choose $k$ such that $\mathbb{E}\left[K_{k}\right] \leq n^{-\epsilon}$ for some $\epsilon>0$, as then there is no clique larger than $k$ a.a.s. For $\beta<3$, which is a prerequisite of this theorem, we have $\mathbb{E}\left[K_{k}\right] \leq n^{\frac{k}{2}(3-\beta)}\left(c_{1} k\right)^{-k}$ for some constant $c_{1}>1$ and large enough $k$, according to Theorem 3.19. If we set $k=n^{\frac{1}{2}(3-\beta)}$, we get

$$
\begin{aligned}
\mathbb{E}\left[K_{k}\right] & \leq n^{\frac{1}{2}(3-\beta) n^{\frac{1}{2}(3-\beta)}}\left(c_{1} n^{\frac{1}{2}(3-\beta)}\right)^{-n^{\frac{1}{2}(3-\beta)}} \\
& =c_{1}^{-n^{\frac{1}{2}(3-\beta)}},
\end{aligned}
$$

which is asymptotically smaller than $n^{-\epsilon}$ because

$$
c_{1}^{-n^{\frac{1}{2}(3-\beta)}} \leq n^{-\epsilon} \Leftrightarrow \exp \left(-\log \left(c_{1}\right) n^{\frac{1}{2}(3-\beta)}\right) \leq \exp (-\epsilon \log (n)),
$$

which holds for $\beta<3$.
Regarding our contribution in the second row of Table 3, we obtain the following theorem.

Theorem 3.22. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard $\operatorname{GIRG}$ with $\beta=3$ and $d=\mathcal{O}(\log \log (n))$. Then, $\omega(G)=\mathcal{O}(\log (n) / \log \log (n))$ a.a.s.

Proof. Analogous to the proof of Theorem 3.21, we upper bound the clique number using Markov's inequality, i.e., $\operatorname{Pr}[\omega(G) \geq k] \leq \mathbb{E}\left[K_{k}\right]$, and choose $k$ such that $\mathbb{E}\left[K_{k}\right] \leq n^{-\epsilon}$ for some $\epsilon>0$. Now for $\beta=3$, we have $\mathbb{E}\left[K_{k}\right] \leq n \cdot\left(c_{1} k\right)^{-k}$ for some constant $c_{1}>1$ and sufficiently large $k$, which follows by Corollary 3.3 and Lemma 2.1. It remains to determine the value of $k$ for which our desired upper bound on $\mathbb{E}\left[K_{k}\right]$ is valid, which can be done by solving the following equation for $k$ :

$$
\begin{aligned}
n \cdot\left(c_{1} k\right)^{-k} & =n^{-\epsilon} \\
\Leftrightarrow \quad\left(c_{1} k\right)^{-k} & =n^{-1-\epsilon} .
\end{aligned}
$$

This yields

$$
k=\frac{1}{c_{1}} \exp \left(\mathcal{W}\left(c_{1} \log \left(n^{1+\epsilon}\right)\right)\right)
$$

where $\mathcal{W}$ is the Lambert $\mathcal{W}$ function defined by the identity $\mathcal{W}(z) e^{\mathcal{W}(z)}=z$. With this choice of $k$, indeed

$$
\begin{aligned}
\left(c_{1} k\right)^{-k} & =\exp \left(-\frac{1}{c_{1}} \mathcal{W}\left(c_{1} \log \left(n^{1+\epsilon}\right)\right) e^{\mathcal{W}\left(c_{1} \log \left(n^{1+\epsilon}\right)\right)}\right) \\
& =\exp \left(-\log \left(n^{1+\epsilon}\right)\right) \\
& =n^{-1-\epsilon} .
\end{aligned}
$$

In order to simplify the expression for $k$, note that for growing $z$, we have that $\mathcal{W}(z)=\log (z)-\log \log (z)+o(1)$ and thus

$$
\begin{aligned}
k & =\frac{1}{c_{1}} \exp \left(\log \left(c_{1}(1+\epsilon) \log (n)\right)-\log \log \left(c_{1}(1+\epsilon) \ln (n)\right)+o(1)\right) \\
& =(1+o(1)) \frac{(1+\epsilon) \log (n)}{\log \left(c_{1}(1+\epsilon) \log (n)\right)}=\mathcal{O}\left(\frac{\log (n)}{\log \log (n)}\right) .
\end{aligned}
$$

Finally, using a similar argumentation, we obtain the following for the upper bounds we contribute to the last row of Table 3.

Theorem 3.23. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $\beta>3$ and $d=o(\log (n))$. Then, $\omega(G)=\mathcal{O}(\log (n) /(d+\log \log (n)))$ a.a.s.

Proof. The proof is analogous to the one of Theorem 3.22. However, if $\beta>3$, we may use the stronger upper bound from Theorem 3.19, i.e.,

$$
\mathbb{E}\left[K_{k}\right]=n \exp (-\Theta(1) d k) \Theta(k)^{-k}+o(1) .
$$

That is, there are constants $c_{1}, c_{2}>0$ such that $\mathbb{E}\left[K_{k}\right]=n\left(c_{1} \exp \left(c_{2} d\right) k\right)^{-k}+o(1)$. Just like before, setting

$$
k=\frac{1}{c_{1} \exp \left(c_{2} d\right)} \exp \left(\mathcal{W}\left(c_{1} \exp \left(c_{2} d\right) \log \left(n^{1+\epsilon}\right)\right)\right)
$$

yields $\mathbb{E}\left[K_{k}\right] \leq n^{-\epsilon}+o(1)$. Using the asymptotic expansion of the Lambert $\mathcal{W}$ function, we then obtain

$$
\begin{aligned}
k & =(1+o(1)) \frac{(1+\epsilon) \log (n)}{\log \left(c_{1} \exp \left(c_{2} d\right)(1+\epsilon) \log (n)\right)} \\
& =(1+o(1)) \frac{(1+\epsilon) \log (n)}{\log \left(c_{1}(1+\epsilon)\right)+c_{2} d+\log \log (n)} \\
& =\mathcal{O}\left(\frac{\log (n)}{d+\log \log (n)}\right) .
\end{aligned}
$$

Lower bounds. To get matching lower bounds, we distinguish once more the cases $\beta<3$ and $\beta \geq 3$.

Theorem 3.24. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $\beta<3$. Then, $\omega(G)=\Omega\left(n^{(3-\beta) / 2}\right)$ a.a.s.

Proof. We show that there are $\Omega\left(n^{\frac{1}{2}(3-\beta)}\right)$ vertices with weight at least $\sqrt{n / \lambda}$ w.h.p. As all these vertices are connected with probability 1 , this implies the existence of an equally sized clique.

Because the weight of each vertex is sampled independently, the number of vertices with weight above $\sqrt{n / \lambda}$, denoted by $X$, is the sum of $n$ independent Bernoulli random variables with success probability

$$
p=\left(\frac{n}{\lambda w_{0}^{2}}\right)^{\frac{1}{2}(1-\beta)}=\Theta\left(n^{\frac{1}{2}(1-\beta)}\right)
$$

which we can infer from (3.1). Therefore, we get

$$
\mathbb{E}[X]=n p=\Theta\left(n^{\frac{1}{2}(3-\beta)}\right)
$$

and by a Chernoff-Hoeffding bound (Theorem 2.2 ), we get $X \geq \mathbb{E}[X] / 2$ w.h.p., which proves our lower bound.

For the case $\beta \geq 3$, we use the concentration bounds obtained in the previous section applied to a subgraph of $G$ of bounded weight.

Theorem 3.25. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $\beta \geq 3$ and $d=o(\log (n))$. Then, $\omega(G)=\Omega(\log (n) /(d+\log \log (n)))$ a.a.s.

Proof. Let $w>w_{0}$ be some fixed weight, and let $M=\left[w_{0}, w\right]$. Furthermore, by Lemma 3.4 there is a constant $c_{1}>0$ such that

$$
\mathbb{E}\left[K_{k}(M)\right] \geq n\left(c_{1} 2^{d} k\right)^{-k}
$$

Now, setting

$$
k=\frac{1}{2^{d} c_{1}} \exp \left(\mathcal{W}\left(2^{d} c_{1} \log \left(n^{1-\varepsilon}\right)\right)\right)=\Theta\left(\frac{\log (n)}{d+\log \log (n)}\right)
$$

yields $\mathbb{E}\left[K_{k}(M)\right] \geq n^{\varepsilon}$. By Lemma 3.18 and as $w$ is constant,

$$
\operatorname{Var}\left[K_{k}(M)\right] \leq \mathbb{E}\left[K_{k}(M)\right] \mathcal{O}(1)^{2 k}
$$

Thus, the inequality of Chebyshev yields

$$
\operatorname{Pr}\left[\left|K_{k}(M)-\mathbb{E}\left[K_{k}(M)\right]\right| \geq \frac{1}{2} \mathbb{E}\left[K_{k}\left(G_{\leq w_{c}}\right)\right]\right] \leq \frac{\operatorname{Var}\left[K_{k}(M)\right]}{\frac{1}{4} \mathbb{E}\left[K_{k}(M)\right]^{2}}=\frac{\mathcal{O}(1)^{2 k}}{\mathbb{E}\left[K_{k}(M)\right]}
$$

As $k=\mathcal{O}(\log (n) / \log \log (n))$, we have $\mathcal{O}(1)^{2 k}=n^{o(1)}$, and so the above term is at most $n^{o(1)-\varepsilon}=o(1)$. Accordingly, $\operatorname{Pr}\left[K_{k}(M) \geq 1\right]=1-o(1)$, as desired.
4. Cliques in the high-dimensional regime. Now, we turn to the highdimensional regime, where $d$ grows faster than $\log (n)$. We shall see that, for constant $k$ and $d=\omega\left(\log ^{2}(n)\right)$, the probability that $U_{k}$ is a clique only differs from its counterpart in the IRG model by a factor of $(1 \pm o(1))$. However, as it turns out, the asymptotic behavior of cliques in the case $2<\beta<3$ is already the same as in the IRG model if $d=\omega(\log (n))$. For $\beta \geq 3$, we show that the number of triangles in the geometric case remains significantly larger than in the IRG model as long as $d=\log ^{3 / 2}(n)$.
4.1. Bounding the clique probability for fixed weights. We consider the conditional probability that a set $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ of $k$ independent random vertices with given weights $w_{1}, \ldots, w_{k}$ forms a clique. We derive bounds on this probability under the assumption that $L_{\infty}$-norm is used, which afterwards allows bounding the expected number of cliques and the clique number. In fact, instead of only bounding the probability that $U_{k}$ forms a clique, we bound the probability of the more general event that an arbitrary set of edges $\mathcal{A}$ is formed among the vertices of $U_{k}$. We denote by $E\left(U_{k}\right)$ the random variable representing the set of edges between the vertices in $U_{k}$ and proceed by developing bounds on the probability of the event $E\left(U_{k}\right) \supseteq \mathcal{A}$.

The main difference from our previous bounds is that the connection threshold proportional to $\left(w_{u} w_{v} / n\right)^{1 / d}$ now grows with $n$ instead of shrinking, even for constant $w_{u}, w_{v}$. This requires us to pay closer attention to the topology of the torus. That is, we have to take into account that a single dimension of the torus is in fact a circle with a circumference of 1 .

The bounds are formalized in Theorem 1.5, which we restate for the sake of readability.

Theorem 1.5. Let $G$ be a standard GIRG and let $k \geq 3$ be a constant. Furthermore, let $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of vertices chosen uniformly at random and let $\{\kappa\}^{(k)}=\left\{\kappa_{i j} \mid 1 \leq i, j \leq k\right\}$ describe the pairwise product of weights of the vertices in $U_{k}$. Let $E\left(U_{k}\right)$ denote the (random) set of edges formed among the vertices in $U_{k}$. Then, for any set of edges $\mathcal{A} \subseteq\binom{U_{k}}{2}$,

$$
\operatorname{Pr}\left[E\left(U_{k}\right) \supseteq \mathcal{A} \mid\{\kappa\}^{(k)}\right]= \begin{cases}(1 \pm o(1)) \prod_{\{i, j\} \in \mathcal{A}} \frac{\kappa_{i j}}{n} & \text { if } d=\omega\left(\log ^{2}(n)\right) \\ (1 \pm o(1)) \prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)^{1 \mp \mathcal{O}\left(\frac{\log (n)}{d}\right)} & \text { if } d=\omega(\log (n))\end{cases}
$$

This illustrates that the probability that $U_{k}$ is a clique is at most $1+o(1)$ times its counterpart in the IRG model if $d=\omega\left(\log ^{2}(n)\right)$. For $d=\omega(\log (n))$, we get that these two probabilities only differ by a factor of $(1+o(1)) n^{o(1)}$, which is not much compared to the case $d=o(\log (n))$, where this factor is at least on the order of $n^{\binom{k-1}{2}-\frac{d(k-1)}{\log (n)}}$ among nodes of constant weight.

Before giving the proof, we derive some lemmas that make certain arguments easier to follow. We start with an upper bound on the probability that the set $U_{k}=$ $\left\{v_{1}, \ldots, v_{k}\right\}$ forms a clique. Before deriving our bound, we need the following auxiliary lemma.

Lemma 4.1. Let $\ell \in \mathbb{N}, \ell \geq 1$. There is a constant $x_{0}<1$ such that for all $x_{0} \leq x \leq 1$, we have

$$
x^{\ell+1} \leq \ell x-\ell+1
$$

Proof. We substitute $x=1-y$ and instead show that there is some $y_{0}>0$ such that for all $0 \leq y \leq y_{0}$,

$$
(1-y)^{\ell+1} \leq 1-\ell y
$$

We get from a Taylor series that there is a constant $c \geq 0$ such that for all $0 \leq y \leq 1$,

$$
(1-y)^{\ell+1} \leq 1-(\ell+1) y+c y^{2}=1-\ell y+c y^{2}-y
$$

Now, for all $0 \leq y \leq 1 / c$, the term $c y^{2}-y$ is negative, and our statement follows.
In the remainder of this section, we frequently analyze events occurring in a single fixed dimension on the torus and use the following notation. Recall that a single dimension of the torus is a circle of circumference 1 , which we denote by $\mathbb{S}^{1}$. We define the set of points that are within a distance of at most $r$ around a fixed point $\mathbf{x}$ on this circle as $A(r, \mathbf{x})$, and we denote by $\bar{A}(r, \mathbf{x})$ the complement of $A(r, \mathbf{x})$, i.e., the set $\mathbb{S}^{1} \backslash A(r, \mathbf{x})$. Observe that $A(r, \mathbf{x})$ and $\bar{A}(r, \mathbf{x})$ are coherent circular arcs. Assume that the position of $v_{i}$ in our fixed dimension is $\mathbf{x}_{v_{i}}$. For any pair of vertices $v_{i}, v_{j}$, we define the sets $A_{i j}:=A\left(t_{v_{i} v_{j}}, \mathbf{x}_{v_{i}}\right)$ and $\bar{A}_{i j}=\bar{A}\left(t_{v_{i} v_{j}}, \mathbf{x}_{v_{i}}\right)$. We further define $A_{i}=A\left(t_{0}, \mathbf{x}_{v_{i}}\right)$ and $\bar{A}_{i}=\bar{A}\left(t_{0}, \mathbf{x}_{v_{i}}\right)$, whereby we note that $\bar{A}_{i j} \subseteq \bar{A}_{i}$ for all $i, j$ because $t_{0}$ is the minimal connection threshold.

In the following, we derive upper and lower bounds on the probability that $U_{k}$ is a clique.

THEOREM 4.2 (upper bound). Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $d=\omega(\log (n))$, and let $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$ random vertices. For any constant $k \in \mathbb{N}_{\geq 3}$, any $\mathcal{A} \subseteq\binom{U_{k}}{2}$, and sufficiently large $n$, we have

$$
\operatorname{Pr}\left[E\left(U_{k}\right) \supseteq \mathcal{A} \mid\{\kappa\}^{(k)}\right] \leq\left(1-\left(\frac{\kappa_{0}}{n}\right)^{r / d} \sum_{\{i, j\} \in \mathcal{A}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)\right)^{d}
$$

where $r=(3(k-2)+1)(k-1)$.
Proof. In the following, we denote by $t_{0}$ the minimal connection threshold of any two vertices, i.e., $t_{0}=\left(\frac{w_{0}^{2}}{\tau n}\right)^{1 / d}$. Note that $2 t_{u v}=\left(\frac{\kappa_{u v}}{n}\right)^{1 / d}$ for any pair of vertices $u, v$. We again consider only one fixed dimension of the torus as they are all independent due to our use of $L_{\infty}$-norm.

To get an upper bound on the desired probability, we derive a lower bound on $1-p$. We define the event $\mathbf{E}_{i}$ as the event that $v_{i}$ falls into $\bar{A}_{j i}$ for some $\{i, j\} \in \mathcal{A}$ with $i<j$, and the event $\mathbf{E}_{i}^{\text {dis }}$ as the event that $v_{i} \notin \bigcup_{j=1}^{i-1} \bar{A}_{j}$ and the sets $\bar{A}_{j}$ are disjoint for all $1 \leq j \leq i$. Note that $\mathbf{E}_{i}$ and $\mathbf{E}_{i}^{\text {dis }}$ are disjoint as $\bar{A}_{j i} \subseteq \bar{A}_{j}$. Then

$$
\begin{align*}
1-p & \geq \operatorname{Pr}\left[\mathbf{E}_{2}\right]+\operatorname{Pr}\left[\mathbf{E}_{3} \cap \mathbf{E}_{2}^{\mathrm{dis}}\right]+\operatorname{Pr}\left[\mathbf{E}_{4} \cap \mathbf{E}_{3}^{\mathrm{dis}} \cap \mathbf{E}_{2}^{\mathrm{dis}}\right]+\ldots \\
& =\sum_{i=2}^{k} \operatorname{Pr}\left[\mathbf{E}_{i} \mid \bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\mathrm{dis}}\right] \operatorname{Pr}\left[\bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\mathrm{dis}}\right] \tag{4.1}
\end{align*}
$$

Note that this is a valid bound because all the events we sum over are disjoint.

Now, let $\mathcal{A}_{i}^{-}=\{\{i, j\} \in \mathcal{A} \mid j \leq i\}$ be the set of edges from vertex $i$ to a lowerindexed vertex. If we condition on $\bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\text {dis }}$, then the probability of $\mathbf{E}_{i}$ is simply

$$
\operatorname{Pr}\left[\mathbf{E}_{i} \mid \bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\mathrm{dis}}\right]=\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-2 t_{i j}\right)=\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)
$$

because all the sets $\bar{A}_{j i}$ are disjoint. It remains to bound $\operatorname{Pr}\left[\bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\text {dis }}\right]$. We obtain

$$
\operatorname{Pr}\left[\bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\mathrm{dis}}\right]=\prod_{j=1}^{i-1} \operatorname{Pr}\left[\mathbf{E}_{j}^{\mathrm{dis}} \mid \bigcap_{\ell=1}^{j-1} \mathbf{E}_{\ell}^{\mathrm{dis}}\right]
$$

Now, the probability $\operatorname{Pr}\left[\mathbf{E}_{j}^{\mathrm{dis}} \mid \bigcap_{\ell=1}^{j-1} \mathbf{E}_{\ell}^{\mathrm{dis}}\right]$ is equal to the probability that $v_{j}$ is placed outside of $\bar{A}_{\ell}$ for all $1 \leq \ell<j$ while, at the same time, $\bar{A}_{\ell} \cap \bar{A}_{j}=\emptyset$. If we consider one fixed set $\bar{A}_{\ell}$, we note that this requires $v_{j}$ to be of distance at least $1-2 t_{0}$ from $v_{\ell}$ as, otherwise, $\bar{A}_{\ell}$ and $\bar{A}_{j}$ overlap. Hence, we may define a "forbidden" region around $v_{\ell}$ which includes $\bar{A}_{\ell}$ and all points within distance $1-2 t_{0}$ of $v_{\ell}$. This region has volume $3\left(1-2 t_{0}\right)$ and so the probability that $v_{j}$ falls outside the forbidden region is at least $1-3\left(1-2 t_{0}\right)$. We refer the reader to Figure 1 for an illustration. Now considering the forbidden region of all $v_{\ell}$ with $1 \leq \ell<j$, the combined volume of these forbidden regions is at most $3(j-1)\left(1-2 t_{0}\right)$, and hence

$$
\begin{aligned}
\operatorname{Pr}\left[\bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\mathrm{dis}}\right]=\prod_{j=1}^{i-1} \operatorname{Pr}\left[\mathbf{E}_{j}^{\mathrm{dis}} \mid \bigcap_{\ell=1}^{j-1} \mathbf{E}_{\ell}^{\mathrm{dis}}\right] & \geq \prod_{j=1}^{i-1}\left(1-3(j-1)\left(1-2 t_{0}\right)\right) \\
& \geq\left(1-3(i-2)\left(1-2 t_{0}\right)\right)^{i-1}
\end{aligned}
$$



Fig. 1. Illustration for the proof of Theorem 4.2. The colored circles represent the sets $A_{i}$ for $v_{1}, v_{2}, v_{3}$. The probability that $v_{2}$ is placed in the region indicated by the black circular arc such that $\bar{A}_{1} \cap \bar{A}_{2}=\emptyset$ is at least $1-3\left(1-2 t_{0}\right)$ as indicated by the black arrows. (Color available online.)

We get from (4.1)

$$
\begin{aligned}
1-p & \geq \sum_{i=2}^{k} \operatorname{Pr}\left[\mathbf{E}_{i} \mid \bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\mathrm{dis}}\right] \operatorname{Pr}\left[\bigcap_{j=1}^{i-1} \mathbf{E}_{j}^{\mathrm{dis}}\right] \\
& \geq \sum_{i=2}^{k}\left(1-3(i-2)\left(1-2 t_{0}\right)\right)^{i-1} \sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right) \\
& \geq\left(1-3(k-2)\left(1-2 t_{0}\right)\right)^{k-1} \sum_{\{i, j\} \in \mathcal{A}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right) \\
& =\left(3(k-2)\left(\frac{\kappa_{0}}{n}\right)^{1 / d}-3(k-2)+1\right)^{k-1} \sum_{\{i, j\} \in \mathcal{A}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right) .
\end{aligned}
$$

It now remains to show

$$
3(k-2)\left(\frac{\kappa_{0}}{n}\right)^{1 / d}-3(k-2)+1 \geq\left(\frac{\kappa_{0}}{n}\right)^{\frac{3(k-2)+1}{d}}
$$

for sufficiently large $n$. Recalling that $\left(\frac{\kappa_{0}}{n}\right)^{1 / d}$ tends to 1 as $n$ grows, this is equivalent to showing that there is some $x_{0}<1$ such that for all $x_{0} \leq x \leq 1$ and $\ell=3(k-2)$, we have

$$
\ell x-\ell+1 \geq x^{\ell+1}
$$

This follows by Lemma 4.1, and the proof is finished.
Theorem 4.3 (lower bound). Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $d=\omega(\log (n))$, and let $U_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ be a set of $k$ random vertices. Then, for every $\mathcal{A} \subseteq\binom{U_{k}}{2}$,

$$
\operatorname{Pr}\left[E\left(U_{k}\right) \supseteq \mathcal{A} \mid\{\kappa\}^{(k)}\right] \geq \prod_{i=1}^{k}\left(1-\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)\right)^{d}
$$

where $\mathcal{A}_{i}^{-}=\{\{i, j\} \in \mathcal{A} \mid j \leq i\}$ is the set of edges in $\mathcal{A}$ between vertex $i$ and a previous vertex.

Proof. We sample the position of $v_{2}, \ldots, v_{k}$ one after another and again only consider the probability $p$ that $E\left(U_{k}\right) \supset \mathcal{A}$ in one fixed dimension. When the position of $v_{i}$ is sampled, the probability that $v_{i}$ falls into one of $A_{j i}$ for $\{i, j\} \in \mathcal{A}_{i}$ is at least

$$
1-\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)
$$

where equality holds if the first $i-1$ vertices are placed such that all the sets $\bar{A}_{j i}$ for $1 \leq j<i$ are disjoint. Accordingly, we have

$$
p \geq \prod_{i=1}^{k}\left(1-\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)\right)
$$

To have $E\left(U_{k}\right) \supset \mathcal{A}$, it is sufficient that this event occurs in all dimensions, so the final bound is $p^{d}$.

To see how these bounds behave as $n \rightarrow \infty$, we need the following lemma.
Lemma 4.4. Let $\Psi, d, \ell$ be nonnegative functions of $n$. Assume that $\frac{-\ell \ln (\Psi)}{d}=o(1)$ and $\Psi<1$ for all $n$. Then,

$$
\frac{-\ell \ln (\Psi)}{d}-e\left(\frac{-\ell \ln (\Psi)}{d}\right)^{2} \leq 1-\Psi^{\ell / d} \leq \frac{-\ell \ln (\Psi)}{d}
$$

Proof. Observe that

$$
1-\Psi^{\ell / d}=1-\exp \left(\frac{\ell \ln (\Psi)}{d}\right)
$$

For the upper bound, we use the well-known fact that, for all $x$, we have $\exp (x) \geq 1+x$, which directly implies our statement. For the lower bound, we use the Taylor series expansion of $\exp$ and bound

$$
\begin{aligned}
1-\Psi^{\ell / d}=1-\exp \left(\frac{\ell \ln (\Psi)}{d}\right) & =-\sum_{i=1}^{\infty} \frac{1}{i!}\left(\frac{\ell \ln (\Psi)}{d}\right)^{i} \\
& =\sum_{i=1}^{\infty} \frac{(-1)^{i-1}}{i!}\left(\frac{-\ell \ln (\Psi)}{d}\right)^{i} \\
& =\frac{-\ell \ln (\Psi)}{d}-\left(\frac{-\ell \ln (\Psi)}{d}\right)^{2} \sum_{i=2}^{\infty} \frac{(-1)^{i}}{i!}\left(\frac{-\ell \ln (\Psi)}{d}\right)^{i-2} .
\end{aligned}
$$

Because $\frac{-\ell \ln (\Psi)}{d}=o(1)$, we get that $\left(\frac{-\ell \ln (\Psi)}{d}\right)^{i-2} \leq 1$ for all $i \geq 2$ and sufficiently large $n$. Assuming that all the terms in the above sum are positive yields

$$
\begin{aligned}
1-\Psi^{\ell / d} & \geq \frac{-\ell \ln (\Psi)}{d}-\left(\frac{-\ell \ln (\Psi)}{d}\right)^{2} \sum_{i=0}^{\infty} \frac{1}{i!} \\
& =\frac{-\ell \ln (\Psi)}{d}-e\left(\frac{-\ell \ln (\Psi)}{d}\right)^{2}
\end{aligned}
$$

as desired.
Lemma 4.5. Let

$$
P:=\left(1-\left(\frac{\kappa_{0}}{n}\right)^{r / d} \sum_{\{i, j\} \in \mathcal{A}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)\right)^{d}
$$

Then there is a constant $\delta \geq 0$ such that

$$
\ln (P) \leq \sum_{\{i, j\} \in \mathcal{A}} \ln \left(\frac{\kappa_{i j}}{n}\right)\left(1-\frac{\delta \ln (n)}{d}\right)
$$

Proof. We have

$$
\ln (P)=d \ln \left(1-\left(\frac{\kappa_{0}}{n}\right)^{r / d} \sum_{\{i, j\} \in \mathcal{A}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)\right)
$$

We get from a Taylor series that
and thus

$$
\ln (x)=\sum_{i=1}^{\infty}(-1)^{i-1} \frac{(x-1)^{i}}{i}=-\sum_{i=1}^{\infty} \frac{(1-x)^{i}}{i}
$$

$$
\begin{aligned}
\ln (P) & =-d \sum_{i=1}^{\infty} \frac{1}{i}\left(\left(\frac{\kappa_{0}}{n}\right)^{r / d} \sum_{\{i, j\} \in \mathcal{A}}\left(1-\left(\frac{\kappa_{0}}{n}\right)^{1 / d}\right)\right)^{i} \\
& \leq-d\left(\frac{\kappa_{0}}{n}\right)^{r / d} \sum_{\{i, j\} \in \mathcal{A}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)
\end{aligned}
$$

We now apply the lower bound from Lemma 4.4 with $\Psi=\kappa_{i j} / n$. Note that this fulfills the condition $-\ln (\Psi) / d=o(1)$ as $d=\omega(\log (n))$ and $\kappa_{i j} / n=\Omega(1 / n)$. We obtain

$$
\begin{aligned}
\ln (P) & \leq d\left(\frac{\kappa_{0}}{n}\right)^{r / d} \sum_{\{i, j\} \in \mathcal{A}}\left(\frac{\ln \left(\frac{\kappa_{i j}}{n}\right)}{d}+\frac{e \ln ^{2}\left(\frac{\kappa_{i j}}{n}\right)}{d^{2}}\right) \\
& =\left(\frac{\kappa_{0}}{n}\right)^{r / d} \sum_{\{i, j\} \in \mathcal{A}} \ln \left(\frac{\kappa_{i j}}{n}\right)\left(1-\frac{e}{d} \ln \left(\frac{n}{\kappa_{0}}\right)\right) .
\end{aligned}
$$

Note that the above term is negative, so we need to lower bound the term $\left(\frac{\kappa_{0}}{n}\right)^{r / d}$ to proceed. We get from Lemma 4.4

$$
\left(\frac{\kappa_{0}}{n}\right)^{r / d} \geq 1-\frac{r}{d} \ln \left(\frac{n}{\kappa_{0}}\right)-\frac{e r^{2}}{d^{2}} \ln \left(\frac{n}{\kappa_{0}}\right)^{2}=1-\frac{c \ln (n)}{d}
$$

for some constant $c>0$ and sufficiently large $n$. With this,

$$
\begin{aligned}
\ln (P) & \leq \sum_{\{i, j\} \in \mathcal{A}} \ln \left(\frac{\kappa_{i j}}{n}\right)\left(1-\frac{e}{d} \ln \left(\frac{n}{\kappa_{0}}\right)\right)\left(1-\frac{c \ln (n)}{d}\right) \\
& \leq \sum_{\{i, j\} \in \mathcal{A}} \ln \left(\frac{\kappa_{i j}}{n}\right)\left(1-\frac{\delta \ln (n)}{d}\right)
\end{aligned}
$$

for some $\delta>0$ and sufficiently large $n$.
Lemma 4.6. Let

$$
Q:=\prod_{i=1}^{k}\left(1-\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)\right)^{d}
$$

Then there is a constant $\delta$ such that

$$
\ln (Q) \geq \sum_{\{i, j\} \in \mathcal{A}} \ln \left(\frac{\kappa_{i j}}{n}\right)\left(1+\frac{\delta \ln (n)}{d}\right)
$$

Proof. By the upper bound from Lemma 4.4 and the Taylor series of ln, we obtain

$$
\begin{aligned}
\ln (Q) & :=d \sum_{i=1}^{k} \ln \left(1-\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(1-\left(\frac{\kappa_{i j}}{n}\right)^{1 / d}\right)\right) \\
& \geq d \sum_{i=1}^{k} \ln \left(1-\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(\frac{\ln \left(\frac{n}{\kappa_{i j}}\right)}{d}\right)\right) \\
& =-d \sum_{i=1}^{k} \sum_{\ell=1}^{\infty} \frac{1}{\ell}\left(\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(\frac{\ln \left(\frac{n}{\kappa_{i j}}\right)}{d}\right)\right)^{\ell} \\
& =-d \sum_{i=1}^{k} \sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(\frac{\ln \left(\frac{n}{\kappa_{i j}}\right)}{d}\right) \sum_{\ell=1}^{\infty} \frac{1}{\ell}\left(\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(\frac{\ln \left(\frac{n}{\kappa_{i j}}\right)}{d}\right)\right)^{\ell-1} \\
& =\sum_{\{i, j\} \in \mathcal{A}} \ln \left(\frac{\kappa_{i j}}{n}\right) \sum_{\ell=1}^{\infty} \frac{1}{\ell}\left(\sum_{\{i, j\} \in \mathcal{A}_{i}^{-}}\left(\frac{\ln \left(\frac{n}{\kappa_{i j}}\right)}{d}\right)\right)^{\ell-1} \\
& \geq \sum_{\{i, j\} \in \mathcal{A}} \ln \left(\frac{\kappa_{i j}}{n}\right) \sum_{\ell=1}^{\infty} \frac{1}{\ell}\left(\frac{k \ln \left(\frac{n}{\kappa_{0}}\right)}{d}\right)^{\ell-1} \cdot
\end{aligned}
$$

Now, we have

$$
\sum_{\ell=1}^{\infty} \frac{1}{\ell}\left(\frac{k \ln \left(\frac{n}{\kappa_{0}}\right)}{d}\right)^{\ell-1} \leq 1+\frac{k \ln \left(\frac{n}{\kappa_{0}}\right)}{d} \sum_{\ell=0}^{\infty}\left(\frac{k \ln \left(\frac{n}{\kappa_{0}}\right)}{d}\right)^{\ell} \leq 1+\frac{2 k \ln \left(\frac{n}{\kappa_{0}}\right)}{d}
$$

because $\frac{k \ln \left(\frac{n}{k_{0}}\right)}{d}=o(1)$ and so the above geometric sum converges to $1+o(1)$.
Proof of Theorem 1.5. Combining Theorem 4.2, Theorem 4.3, Lemma 4.5, and Lemma 4.6, we get that there are constants $\delta, \delta^{\prime}>0$ such that

$$
\prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)^{1+\frac{\delta \ln (n)}{d}} \leq \operatorname{Pr}\left[E\left(U_{k}\right) \supseteq \mathcal{A} \mid\{\kappa\}^{(k)}\right] \leq \prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)^{1-\frac{\delta^{\prime} \ln (n)}{d}}
$$

If $d=\omega(\log (n)), \frac{\delta \ln (n)}{d}=o(1)$ and the proof of this case is finished. If $d=\omega\left(\log ^{2}(n)\right)$, observe that

$$
\prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)^{1+\frac{\delta \ln (n)}{d}} \geq\left(\frac{n}{\kappa_{0}}\right)^{-\binom{k-1}{2} \frac{\delta \ln (n)}{d}} \prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)
$$

Similarly,

$$
\prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)^{1-\frac{\delta^{\prime} \ln (n)}{d}} \leq\left(\frac{n}{\kappa_{0}}\right)^{\binom{k-1}{2} \frac{\delta^{\prime} \ln (n)}{d}} \prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)
$$

Since $d=\omega\left(\log ^{2}(n)\right)$, we get that

$$
\left(\frac{n}{\kappa_{0}}\right)^{\left(\frac{k-1}{2}\right) \frac{\delta \ln (n)}{d}}=(1+o(1)) n^{1 / \omega(\log (n))}=(1+o(1)) \exp \left(\frac{\log (n)}{\omega(\log (n))}\right)=1+o(1)
$$

as we assume $k$ to be constant.
Bounds for triangles. We proceed by deriving a lower bound for the probability that three vertices form a triangle.

Lemma 4.7. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard $G I R G$ and let $v_{1}, v_{2}, v_{3}$ be three random vertices. Then,

$$
\operatorname{Pr}\left[v_{2} \sim v_{3} \mid v_{1} \sim v_{2}, v_{3}\right] \geq\left(3-3\left(\frac{\kappa_{0}}{n}\right)^{-1 / d}+\left(\frac{\kappa_{0}}{n}\right)^{-2 / d}\right)^{d}
$$

Proof. We consider one fixed dimension and give an upper bound on the probability that $v_{2} \nsim v_{3}$ conditioned on $v_{1} \sim v_{2}, v_{3}$. In the following, we abbreviate $p:=\frac{\kappa_{0}}{n}$. Note that we may assume that all three vertices are of weight $w_{0}$ as it is easy to verify that larger weights only increase the probability of forming a triangle. Conditioned on the event $v_{1} \sim v_{2}, v_{3}$, the vertices $v_{2}, v_{3}$ are uniformly distributed within a circular arc of length $p^{1 / d}$ around $v_{1}$. In order for $v_{2} \nsim v_{3}$ to occur, $v_{3}$ needs to be placed within a circular arc of length $1-p^{1 / d}$ opposite to $v_{2}$. Hence, the probability that $v_{2} \nsim v_{3}$ conditioned on the event that $v_{2}$ is placed at distance $x$ of $v_{1}$ is

$$
\operatorname{Pr}\left[v_{2} \nsim v_{3}| | x_{v_{1}}-\left.x_{v_{2}}\right|_{C}=x\right]= \begin{cases}x / p^{1 / d} & \text { if } x \leq 1-p^{1 / d} \\ \left(1-p^{1 / d}\right) / p^{1 / d} & \text { otherwise }\end{cases}
$$

where $|\cdot|_{C}$ denotes the distance on the circle. Since $v_{2}$ is distributed uniformly within distance $\frac{1}{2} p^{1 / d}$ around $v_{1}$, we obtain

$$
\begin{aligned}
\operatorname{Pr}\left[v_{2} \not \nsim v_{3} \mid v_{1} \sim v_{2}, v_{3}\right] & \leq \frac{1}{\frac{1}{2} p^{1 / d}} \int_{0}^{\frac{1}{2} p^{1 / d}} \operatorname{Pr}\left[v_{2} \nsim v_{3}| | x_{v_{1}}-x_{v_{2}} \mid C=x\right] \mathrm{d} x \\
& =\frac{1}{\frac{1}{2} p^{1 / d}}\left(\int_{0}^{1-p^{1 / d}} \frac{x}{p^{1 / d}} \mathrm{~d} x+\int_{1-p^{1 / d}}^{\frac{1}{2} p^{1 / d}} \frac{1-p^{1 / d}}{p^{1 / d}} \mathrm{~d} x\right)
\end{aligned}
$$

Solving the integrals then yields

$$
\operatorname{Pr}\left[v_{2} \nsim v_{3} \mid v_{1} \sim v_{2}, v_{3}\right] \leq 3 p^{-1 / d}-2-p^{-2 / d}
$$

implying the desired bound.
We use this finding to show in the following lemma that, although cliques of size at least 4 already behave like in the IRG model if $d=\omega(\log (n))$, the number of triangles in the geometric case is still larger than that in the nongeometric case.

Lemma 4.8. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $d=\omega(\log (n))$ and let $v_{1}, v_{2}, v_{3}$ be three random vertices. Then,

$$
\operatorname{Pr}\left[v_{2} \sim v_{3} \mid v_{1} \sim v_{2}, v_{3}\right] \geq(1+o(1))\left(\frac{\kappa_{0}}{n}\right)^{1-\frac{\ln (n)^{2}}{d^{2}} \pm \mathcal{O}\left(\frac{\ln (n)^{3}}{d^{3}}\right)}
$$

Proof. By Lemma 4.7, we have $\operatorname{Pr}\left[v_{2} \sim v_{3} \mid v_{1} \sim v_{2}, v_{3}\right]=q^{d}$ with

$$
q:=3\left(1-\left(\frac{\kappa_{0}}{n}\right)^{-1 / d}\right)+\left(\frac{\kappa_{0}}{n}\right)^{-2 / d}
$$

In the following, we once again abbreviate $p=\frac{\kappa_{0}}{n}$ and start by decomposing $q$ into a sum.

$$
\begin{aligned}
q & =3\left(1-p^{-1 / d}\right)+p^{-2 / d} \\
& =3\left(1-\exp \left(\frac{-\ln (p)}{d}\right)\right)+\exp \left(\frac{-2 \ln (p)}{d}\right) \\
& =-3 \sum_{i=1}^{\infty} \frac{1}{i!}\left(\frac{-\ln (p)}{d}\right)^{i}+\sum_{i=0}^{\infty} \frac{1}{i!}\left(\frac{-2 \ln (p)}{d}\right)^{i} \\
& =1+\sum_{i=1}^{\infty} \frac{1}{i!}\left(\left(\frac{-2 \ln (p)}{d}\right)^{i}-3\left(\left(\frac{-\ln (p)}{d}\right)^{i}\right)\right) \\
& =1+\sum_{i=1}^{\infty} \frac{1}{i!}\left(\frac{-\ln (p)}{d}\right)^{i}\left(2^{i}-3\right) .
\end{aligned}
$$

We now proceed by bounding $d \ln (q)$ and apply the Taylor series of $\ln$ to get

$$
\begin{equation*}
d \ln (q)=-d \sum_{i=1} \frac{(1-q)^{i}}{i}=\sum_{i=1}(-1)^{i+1} d \frac{(q-1)^{i}}{i} \tag{4.3}
\end{equation*}
$$

By abbreviating $x:=\ln (p) / d$ and our above sum, we get

$$
\begin{align*}
q-1 & =\sum_{i=1}^{\infty} \frac{1}{i!}\left(\frac{-\ln (p)}{d}\right)^{i}\left(2^{i}-3\right)=x+\frac{1}{2} x^{2}-\frac{5}{6} x^{3}+\ldots \\
& =x \underbrace{\left(1+\frac{1}{2} x-\frac{5}{6} x^{2}+R\right)}_{Z} \tag{4.4}
\end{align*}
$$

where $|R|=\mathcal{O}\left(|x|^{3}\right)$ because $|x|=o(1)$. Inserting this into the first terms of the sum in (4.3) yields

$$
\begin{aligned}
d \ln (q) & =d x Z-d \frac{1}{2} x^{2} Z^{2}+d \frac{1}{3} x^{3} Z^{3}+\ldots \\
& =d x\left(Z-\frac{1}{2} x Z^{2}+\frac{1}{3} x^{2} Z^{3}+\sum_{i=4}(-1)^{i+1} x^{i-1} Z^{i}\right)
\end{aligned}
$$

Using the definition of $Z$ in (4.4), we may carefully compute the leading terms of the above sum to obtain

$$
d \ln (q)=d x\left(1-x^{2}+R^{\prime}\right),
$$

with $\left|R^{\prime}\right|=\mathcal{O}\left(|x|^{3}\right)$. Recalling that $x=\ln (p) / d$ gives

$$
d \ln (q)=\ln (p)\left(1-\left(\frac{\ln (p)}{d}\right)^{2} \pm \mathcal{O}\left(\left|\frac{\ln (p)}{d}\right|^{3}\right)\right)
$$

As $p=\kappa_{0} / n$, this shows

$$
q^{d}=\left(\frac{\kappa_{0}}{n}\right)^{1-\frac{\ln \left(n / \kappa_{0}\right)^{2}}{d^{2}} \pm \mathcal{O}\left(\frac{\ln (n)^{3}}{d^{3}}\right)}=(1+o(1))\left(\frac{\kappa_{0}}{n}\right)^{1-\frac{\ln (n)^{2}}{d^{2}} \pm \mathcal{O}\left(\frac{\ln (n)^{3}}{d^{3}}\right)} .
$$

Here, the factor of $1+o(1)$ derives from the fact that

$$
\frac{\ln \left(n / \kappa_{0}\right)^{2}}{d^{2}}=\frac{\ln (n)^{2}-2 \ln (n) \ln \left(\kappa_{0}\right)+\ln \left(\kappa_{0}\right)^{2}}{d^{2}}=\frac{\ln (n)^{2}}{d^{2}}-\frac{1}{\omega(\log (n))}
$$

The above bound implies that the probability that a triangle forms among vertices of constant weight is still significantly larger than in the nongeometric models as long as $d=o\left(\log ^{3 / 2}(n)\right)$. We summarize this behavior in the following theorem.

Theorem 4.9. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard $G I R G$ with $\beta>3$ and $d=\omega(\log (n))$. Then, there is a constant $\delta \geq 0$ such that the expected number of triangles fulfills

$$
\mathbb{E}\left[K_{3}\right]= \begin{cases}\Omega\left(\exp \left(\frac{\ln ^{3}(n)}{d^{2}}\right)\right) & \text { if } 3<\beta<\infty, \\ \Theta\left(\exp \left(\frac{\ln ^{3}(n)}{d^{2}}\right)\right) & \text { if } \beta=\infty,\end{cases}
$$

where $\beta=\infty$ refers to the case where every vertex has the same weight.
Proof. We note that by Lemma 4.8

$$
\operatorname{Pr}\left[U_{3} \text { is clique }\right] \geq(1+o(1))\left(\frac{\kappa_{0}}{n}\right)^{2}\left(\frac{\kappa_{0}}{n}\right)^{1-\frac{\ln (n)^{2}}{d^{2}} \pm \mathcal{O}\left(\frac{\ln (n)^{3}}{d^{3}}\right)}
$$

and thus

$$
\mathbb{E}\left[K_{3}\right]=\binom{n}{3} \operatorname{Pr}\left[U_{3} \text { is clique }\right] \geq(1+o(1)) \kappa_{0}^{3} n^{\Omega\left(\frac{\ln ^{2}(n)}{d^{2}}\right)}=\Omega\left(\exp \left(\frac{\ln ^{3}(n)}{d^{2}}\right)\right)
$$

and the first part of the statement is shown. For the second part, we note that in the case of constant weights, the bound from Lemma 4.7 is the exact (conditional) probability that a triangle is formed and the transformations from Lemma 4.8 still apply for obtaining an upper bound.
4.2. Characterizing cliques by vertex weights. In this section, we extend the bounds on $q_{k}$ obtained above to the entire graph and characterize it by the weights of the associated vertices assuming $d=\omega(\log (n))$ and $\beta \in(2,3)$ (the other parameter regimes are discussed in the subsequent section). To this end, we will mainly be concerned with bounding the following integral.

Lemma 4.10. Let $\rho$ be the density function of the Pareto distribution, let $\varepsilon=$ $\varepsilon(n)=o(1)$, and define

$$
\Lambda(k):=\int_{0}^{\infty} \cdots \int_{0}^{\infty} \rho\left(w_{1}\right) \cdots \rho\left(w_{k}\right) \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} \mathrm{d} w_{k} \ldots \mathrm{~d} w_{1}
$$

For every constant $k$, we have

$$
\Lambda(k)=\mathcal{O}\left(n^{\frac{k}{2}(1-\beta)}\right)
$$

Remark 4.11. Clearly, $\Lambda(k)$ is an upper bound on the clique probability if we used $w_{0}$ as the lower integration limit instead of 0 . However, we show the more general
statement where the integration limit is 0 as it will be useful later in the proof of Lemma 4.12.

Proof of Lemma 4.10. We use a technique similar to that of Daly et al. [14], who bound

$$
\Lambda(k) \leq \sum_{m=0}^{k}\binom{k}{m} \Lambda(k, m)
$$

where

$$
\begin{aligned}
& \Lambda(k, m) \\
& \quad:=\underbrace{\int_{0}^{\sqrt{n / \lambda}} \cdots \int_{0}^{\sqrt{n / \lambda}}}_{m \text { times }} \underbrace{\int_{\sqrt{n / \lambda}}^{\infty} \cdots \int_{\sqrt{n / \lambda}}^{\infty} \rho\left(w_{1}\right) \cdots \rho\left(w_{k}\right) \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} \mathrm{d} w_{k} \ldots \mathrm{~d} w_{1} .}_{k-m \text { times }} .
\end{aligned}
$$

We start with the first extreme case:

$$
\Lambda(k, k)=\int_{0}^{\sqrt{n / \lambda}} \cdots \int_{0}^{\sqrt{n / \lambda}} \rho\left(w_{1}\right) \cdots \rho\left(w_{k}\right) \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} \mathrm{d} w_{1} \ldots \mathrm{~d} w_{k}
$$

Since $\rho(w)=c w^{-\beta}$ for some constant $c$ and as $k$ is constant,

$$
\begin{aligned}
& \Lambda(k, k) \\
&=\Theta(1) \int_{0}^{\sqrt{n / \lambda}} \cdots \int_{0}^{\sqrt{n / \lambda}} \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} w_{1}^{-\beta} \cdots w_{k}^{-\beta} \mathrm{d} w_{1} \ldots \mathrm{~d} w_{k} \\
&=\Theta(1) n^{-\binom{k}{2}(1-\varepsilon)}\left(\int_{0}^{\sqrt{n / \lambda}} w^{(k-1)(1-\varepsilon)-\beta} \mathrm{d} w\right)^{k} \\
& \quad=\Theta(1) n^{-\binom{k}{2}(1-\varepsilon)} n^{\frac{1}{2} k(k-1)(1-\varepsilon)+\frac{k}{2}(1-\beta)} \\
&=\Theta(1) n^{\frac{k}{2}(1-\beta)}
\end{aligned}
$$

as $\binom{k}{2}=\frac{1}{2} k(k-1)$. Note that the second step holds for sufficiently large $n$ since $k \geq 3$ and $\beta<3$ as this leads to an exponent in the integral that is strictly greater than -1 . The above bounds only hold for sufficiently large $n$ as $\varepsilon=o(1)$. For the other extreme case, let $w_{\min }=\min \left\{w_{1}, \ldots, w_{k}\right\}$; then Corollary 3.3 yields that

$$
\Lambda(k, 0)=\operatorname{Pr}\left[w_{\min } \geq \sqrt{n / \lambda}\right]=\Theta(1) n^{\frac{k}{2}(1-\beta)}
$$

because $\kappa_{i j}=1$ if $w_{i}, w_{j} \geq \sqrt{n / \lambda}$.
If $m \geq 3$, we bound

$$
\begin{aligned}
\Lambda(k, m) & \leq \Lambda(m, m) \cdot \Lambda(k-m, 0) \\
& =\Theta(1) n^{\frac{m}{2}(1-\beta)} n^{\frac{k-m}{2}(1-\beta)} \\
& =\Theta(1) n^{\frac{k}{2}(1-\beta)},
\end{aligned}
$$

as desired. The case $m=\{1,2\}$ thus remains. To this end, we use that

$$
\begin{aligned}
\Lambda(k, m) & \leq \Lambda(3, m) \Lambda(k-3,0) \\
& =\Theta(1) \Lambda(3, m) n^{\frac{k-3}{2}(1-\beta)}
\end{aligned}
$$

and so it suffices to show that $\Lambda(3, m)=\Theta(1) n^{\frac{3}{2}(1-\beta)}$ for $m \in\{1,2\}$. For $m=1$, we bound
$\Lambda(3,1)$

$$
\begin{aligned}
& \leq \Theta(1) \int_{0}^{\sqrt{n / \lambda}} \int_{\sqrt{n / \lambda}}^{\infty} \int_{\sqrt{n / \lambda}}^{\infty}\left(\frac{w_{1}^{2} w_{2} w_{3}}{n}\right)^{2(1-\varepsilon)} w_{1}^{-\beta} w_{2}^{-\beta} w_{3}^{-\beta} \mathrm{d} w_{1} \mathrm{~d} w_{2} \mathrm{~d} w_{3} \\
& =\Theta(1) n^{-2(1-\varepsilon)} \int_{0}^{\sqrt{n / \lambda}} w^{2(1-\varepsilon)-\beta} \mathrm{d} w\left(\int_{\sqrt{n / \lambda}}^{\infty} w^{1-\varepsilon-\beta} \mathrm{d} w\right)^{2} \\
& =\Theta(1) n^{-2(1-\varepsilon)+(1-\varepsilon)+\frac{1}{2}(1-\beta)+(1-\varepsilon)+(1-\beta)} \\
& =\Theta(1) n^{\frac{3}{2}(1-\beta)}
\end{aligned}
$$

as desired. Again, this works because for sufficiently large $n$, the exponent in the integral starting at 0 is greater than -1 . For the case $m=2$, we use

$$
\begin{aligned}
\Lambda(3,2) \leq & \Theta(1) \underbrace{\int_{0}^{\sqrt{n / \lambda}} \int_{0}^{w_{1}} \int_{\sqrt{n / \lambda}}^{n / w_{1}} \prod_{1 \leq i<j \leq 3}\left(\frac{w_{i} w_{j}}{n}\right)^{1-\varepsilon}\left(w_{1} w_{2} w_{3}\right)^{-\beta} \mathrm{d} w_{3} \mathrm{~d} w_{2} \mathrm{~d} w_{1}}_{I_{1}} \\
& +\Theta(1) \underbrace{\int_{0}^{\sqrt{n / \lambda}} \int_{0}^{w_{1}} \int_{n / w_{1}}^{\infty}\left(\frac{w_{1} w_{2}^{2} w_{3}}{n^{2}}\right)^{1-\varepsilon}\left(w_{3} w_{2} w_{1}\right)^{-\beta} \mathrm{d} w_{3} \mathrm{~d} w_{2} \mathrm{~d} w_{1}}_{I_{2}}
\end{aligned}
$$

Note that this is a valid bound since the vertices $v_{1}, v_{2}$ are interchangeable and thus $P_{2}$ is at most twice as large as the two integrals above, which is captured by the $\Theta(1)$ terms. Calculations now show that

$$
\begin{aligned}
I_{1} & =n^{-3(1-\varepsilon)} \int_{0}^{\sqrt{n / \lambda}} \int_{0}^{w_{1}} \int_{\sqrt{n / \lambda}}^{n / w_{1}} \prod_{1 \leq i<j \leq 3}\left(w_{i} w_{j}\right)^{1-\varepsilon}\left(w_{1} w_{2} w_{3}\right)^{-\beta} \mathrm{d} w_{3} \mathrm{~d} w_{2} \mathrm{~d} w_{1} \\
& =\Theta(1) n^{-3(1-\varepsilon)} \int_{0}^{\sqrt{n / \lambda}} w_{1}^{2(1-\varepsilon)-\beta} \int_{0}^{w_{1}} w_{2}^{2(1-\varepsilon)-\beta} \int_{\sqrt{n / \lambda}}^{n / w_{1}} w_{3}^{2(1-\varepsilon)-\beta} \mathrm{d} w_{3} \mathrm{~d} w_{2} \mathrm{~d} w_{1} \\
& \leq \Theta(1) n^{-3(1-\varepsilon)} \int_{0}^{\sqrt{n / \lambda}} w_{1}^{2(1-\varepsilon)-\beta} \int_{0}^{w_{1}} w_{2}^{2(1-\varepsilon)-\beta}\left(\frac{n}{w_{1}}\right)^{2(1-\varepsilon)-\beta+1} \mathrm{~d} w_{2} \mathrm{~d} w_{1} \\
& =\Theta(1) n^{-(1-\varepsilon)-\beta+1} \int_{0}^{\sqrt{n / \lambda}} w_{1}^{-1} \int_{0}^{w_{1}} w_{2}^{2(1-\varepsilon)-\beta} \mathrm{d} w_{2} \mathrm{~d} w_{1} \\
& =\Theta(1) n^{\varepsilon-\beta} \int_{0}^{\sqrt{n / \lambda}} w_{1}^{2(1-\varepsilon)-\beta} \mathrm{d} w_{1}=\Theta(1) n^{\varepsilon-\beta+1-\varepsilon-\frac{1}{2} \beta+\frac{1}{2}}=\Theta(1) n^{\frac{3}{2}(1-\beta)}
\end{aligned}
$$

and

$$
\begin{aligned}
I_{2} & =\int_{0}^{\sqrt{n / \lambda}} \int_{0}^{w_{1}} \int_{n / w_{1}}^{\infty}\left(\frac{w_{1} w_{2}^{2} w_{3}}{n^{2}}\right)^{1-\varepsilon}\left(w_{3} w_{2} w_{1}\right)^{-\beta} \mathrm{d} w_{3} \mathrm{~d} w_{2} \mathrm{~d} w_{1} \\
& \leq \Theta(1) n^{-2(1-\varepsilon)} \int_{0}^{\sqrt{n / \lambda}} w_{1}^{1-\varepsilon-\beta} \int_{0}^{w_{1}} w_{2}^{2(1-\varepsilon)-\beta}\left(\frac{n}{w_{1}}\right)^{1-\varepsilon-\beta+1} \mathrm{~d} w_{2} \mathrm{~d} w_{1} \\
& =\Theta(1) n^{-(1-\varepsilon)-\beta+1} \int_{0}^{\sqrt{n / \lambda}} w_{1}^{-1} \int_{0}^{w_{1}} w_{2}^{2(1-\varepsilon)-\beta} \mathrm{d} w_{2} \mathrm{~d} w_{1} \\
& =\Theta(1) n^{\frac{3}{2}(1-\beta)}
\end{aligned}
$$

as desired.

The above lemma not only implies our claimed bounds on the expected number of cliques but also allows us to show that cliques of all sizes form dominantly among vertices of weight on the order of $\sqrt{n}$.

Lemma 4.12. Let $d=\omega(\log (n))$ and $\beta \in(2,3)$. Then for all (potentially superconstant) $k$ and all $p \in(0,1)$, there is an $\varepsilon>0$ such that

$$
\operatorname{Pr}\left[w_{\min } \geq \varepsilon \sqrt{n} \mid U_{k} \text { is clique }\right] \geq p .
$$

For $k>\frac{2}{3-\beta}$, we already showed the statement in Lemma 3.9. For $k \leq \frac{2}{3-\beta}$, we use an argument inspired by the techniques introduced in [27]. Note that in the following, we assume $k$ to be constant since we are in the case $k \leq \frac{2}{3-\beta}$. We write

$$
\operatorname{Pr}\left[w_{\min }<\varepsilon \sqrt{n} \mid U_{k} \text { is clique }\right]=\frac{\operatorname{Pr}\left[w_{\min }<\varepsilon \sqrt{n} \cap U_{k} \text { is clique }\right]}{\operatorname{Pr}\left[U_{k} \text { is clique }\right]}
$$

and proceed by showing that this probability can be made arbitrarily small by choosing $\varepsilon$ large enough. By considering the event that $w_{\min } \geq \sqrt{n / \lambda}$, we immediately get $\operatorname{Pr}\left[U_{k}\right.$ is clique $]=\Omega\left(n^{\frac{k}{2}(1-\beta)}\right)$. To show our statement, we proceed by showing that

$$
\operatorname{Pr}\left[w_{\min }<\varepsilon \sqrt{n} \cap U_{k} \text { is clique }\right] \leq f(\varepsilon) n^{\frac{k}{2}(1-\beta)}
$$

for a function $f$ that tends to 0 as $\varepsilon \rightarrow 0$. To this end, note that by Theorem 1.5, there is a function $\varepsilon=\varepsilon(n)=o(1)$ such that

$$
\begin{aligned}
\operatorname{Pr}\left[U_{k} \text { is clique }\right] & \leq \Lambda(k) \\
& =\int_{0}^{\infty} \cdots \int_{0}^{\infty} \rho\left(w_{1}\right) \cdots \rho\left(w_{k}\right) \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} \mathrm{d} w_{k} \ldots \mathrm{~d} w_{1} .
\end{aligned}
$$

Substituting $w_{i}=y_{i} \sqrt{n / \lambda}$ and recalling that $\rho(w)=c w^{-\beta}$ for some constant $c$ yields $\Lambda(k)$

$$
\begin{aligned}
& =\int_{0}^{\infty} \cdots \int_{0}^{\infty} c^{k}\left(y_{1} \cdots y_{k}\right)^{-\beta} \sqrt{\frac{n}{\lambda}} \prod_{1 \leq i<j \leq k}^{-k \beta}\left(\frac{\min \left\{n, \lambda n y_{i} y_{j}\right\}}{n}\right)^{1-\varepsilon} \sqrt{\frac{n}{\lambda}}{ }^{k} \mathrm{~d} y_{k} \ldots \mathrm{~d} y_{1} \\
& =\left(\frac{n}{\lambda}\right)^{\frac{k}{2}(1-\beta)} \underbrace{\int_{0}^{\infty} \cdots \int_{0}^{\infty} c^{k}\left(y_{1} \cdots y_{k}\right)^{-\beta} \prod_{1 \leq i<j \leq k}\left(\min \left\{1, \lambda y_{i} y_{j}\right\}\right)^{1-\varepsilon} \mathrm{d} y_{k} \ldots \mathrm{~d} y_{1}}_{:=I}
\end{aligned}
$$

By Lemma 4.10, we have $\Lambda(k)=\mathcal{O}\left(n^{\frac{k}{2}(1-\beta)}\right)$ and thus $I<\infty$. Now

$$
\begin{aligned}
\operatorname{Pr} & {\left[U_{k} \text { is clique } \cap w_{\min }<\varepsilon \sqrt{n}\right] } \\
& \leq k \int_{0}^{\varepsilon \sqrt{n}} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \rho\left(w_{1}\right) \cdots \rho\left(w_{k}\right) \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} \mathrm{d} w_{k} \ldots \mathrm{~d} w_{1}
\end{aligned}
$$

Using the same substitution as above, this yields

$$
\begin{aligned}
& \operatorname{Pr}\left[U_{k} \text { is clique } \cap w_{\min }<\varepsilon \sqrt{n}\right] \\
& \qquad \leq k\left(\frac{n}{\lambda}\right)^{\frac{k}{2}(1-\beta)} \underbrace{\int_{0}^{\varepsilon \sqrt{\lambda}} \cdots \int_{0}^{\infty} c^{k}\left(y_{1} \cdots y_{k}\right)^{-\beta} \prod_{1 \leq i<j \leq k}\left(\min \left\{1, \lambda y_{i} y_{j}\right\}\right)^{1-\varepsilon} \mathrm{d} y_{k} \ldots \mathrm{~d} y_{1}}_{:=J(\varepsilon)} .
\end{aligned}
$$

As $\lim _{\varepsilon \rightarrow \infty} J(\varepsilon)=I<\infty, J(\varepsilon)$ can be made arbitrarily small by choosing $\varepsilon>0$ small enough, which yields the desired statement.
4.3. Bounds on $\mathbb{E}\left[\boldsymbol{K}_{\boldsymbol{k}}\right]$ and $\boldsymbol{\omega}(\boldsymbol{G})$. We use the findings from subsection 4.1 to prove the third column of Table 3 and Table 1, respectively. We treat the cases $2<\beta<3, \beta=3$, and $\beta>3$ separately.

For $\beta \in(2,3)$, we show that if $d=\omega(\log (n))$, then the expected number of cliques is $n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k}$ for all $k \geq 3$ just like in the IRG model. This is despite the fact that the probability that a clique forms among vertices of constant weight is still significantly higher than in the IRG model if $\log (n) \ll d \ll \log ^{3 / 2}(n)$. The reason for this is that the probability of forming a clique among vertices of weight close to $\sqrt{n}$ behaves like that of the IRG model if $d=\omega(\log (n))$ and because cliques forming among these high-weight vertices dominate all the others.

Theorem 4.13. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $\beta<3$ and $d=\omega(\log (n))$. Then, $\mathbb{E}\left[K_{k}\right]=n^{\frac{k}{2}(3-\beta)} \Theta(k)^{-k}$ for $k \geq 3$ and $\omega(G)=\Theta\left(n^{(3-\beta) / 2}\right)$ a.a.s.

Proof. Observe that Corollary 3.3 and Corollary 3.5 imply our desired bounds if $k>\frac{2}{3-\beta}$. Otherwise, just considering the event that $w_{\min } \geq \sqrt{n / \lambda}$ gives us the desired lower bound on $q_{k}$ and thus on $\mathbb{E}\left[K_{k}\right]$. To get an upper bound, note that $q_{k} \leq \Lambda(k)$ by Theorem 1.5, and that $\Lambda(k)=\mathcal{O}\left(n^{\frac{k}{2}(3-\beta)}\right)$ by Lemma 4.10 , which directly implies our claimed bounds on $\mathbb{E}\left[K_{k}\right]$. To bound $\omega(G)$, now the same argumentation as in Theorem 3.21 applies.

We note that the phase transition at $k=\frac{2}{3-\beta}$ is no longer present. We continue with the case where $\beta=3$.

Theorem 4.14. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard $\operatorname{GIRG}$ with $\beta=3$ and $d=\omega(\log (n))$. Then, $\omega(G)=\mathcal{O}(1)$.

Proof. We show that the number of cliques of size $k=4$ is such that for every $\varepsilon>0$ there is a constant $c>0$ such that

$$
\operatorname{Pr}\left[K_{4} \geq c\right] \leq \varepsilon
$$

That is, the probability that $K_{4} \geq c$ can be made arbitrarily small by choosing $c$ large enough. This fact is sufficient to show that the clique number is $\Theta(1)$.

We start by observing that $\beta=3$ implies that the maximum weight $w_{\max }$ is a.a.s. on the order of $\sqrt{n}$. More precisely, denoting by $X_{w}$ the number of vertices with weight at least $w$, we get by Markov's inequality that for every $w$,

$$
\begin{equation*}
\operatorname{Pr}\left[w_{\max } \geq w\right]=\operatorname{Pr}\left[X_{w} \geq 1\right] \leq \mathbb{E}\left[X_{w}\right]=\Theta(1) n w^{1-\beta}=\Theta(1) n w^{-2} \tag{4.5}
\end{equation*}
$$

Thus, for every $c \geq 0$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[w_{\max } \geq c \sqrt{n}\right]=\mathcal{O}(1) c^{-2} \tag{4.6}
\end{equation*}
$$

With this and Markov's inequality, we may bound for every $t, c \geq 0$

$$
\begin{align*}
\operatorname{Pr}\left[K_{4} \geq t\right] & \leq \operatorname{Pr}\left[K_{4} \geq t \mid w_{\max } \leq c \sqrt{n}\right]+\operatorname{Pr}\left[w_{\max } \geq c \sqrt{n}\right] \\
& \leq \frac{\mathbb{E}\left[K_{4} \mid w_{\max } \leq c \sqrt{n}\right]}{t}+\operatorname{Pr}\left[w_{\max } \geq c \sqrt{n}\right] . \tag{4.7}
\end{align*}
$$

To bound $\mathbb{E}\left[K_{4} \mid w_{\max } \leq c \sqrt{n}\right]$, we note that a random weight $w_{i}$ fulfills

$$
\begin{aligned}
\operatorname{Pr}\left[w_{i} \leq x \mid w_{\max } \leq c \sqrt{n}\right] & =\frac{\operatorname{Pr}\left[\bigcap_{j} w_{j} \leq c \sqrt{n} \cap w_{i} \leq x\right]}{\operatorname{Pr}\left[\bigcap_{j} w_{j} \leq c \sqrt{n}\right]} \\
& =\frac{\operatorname{Pr}\left[w_{i} \leq x\right]}{\operatorname{Pr}\left[w_{i} \leq c \sqrt{n}\right]}
\end{aligned}
$$

and since $\operatorname{Pr}\left[w_{i} \leq c \sqrt{n}\right]=1-o(1)$, we get that the density of $w_{i}$ is $\rho_{w_{i}}(x)=c^{\prime} x^{-\beta}$ for some $c^{\prime} \geq 0$ independent of $x$. Using that, we use Theorem 1.5 to bound

$$
\begin{aligned}
\operatorname{Pr} & {\left[U_{k} \text { is clique } \mid w_{k} \leq c \sqrt{n}\right] } \\
& \leq \Theta(1) \int_{w_{0}}^{c \sqrt{n}} \cdots \int_{w_{0}}^{c \sqrt{n}} \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} w_{1}^{-\beta} \cdots w_{k}^{-\beta} \mathrm{d} w_{1} \ldots \mathrm{~d} w_{k} \\
& =\Theta(1) n^{-\binom{k}{2}(1-\varepsilon)}\left(\int_{w_{0}}^{c \sqrt{n}} w^{(k-1)(1-\varepsilon)-\beta} \mathrm{d} w\right)^{k}
\end{aligned}
$$

for some function $\varepsilon(n)=o(1)$. Because $k \geq 4$ and $\beta=3$, we observe that the exponent $(k-1)(1-\varepsilon)-\beta$ is greater than -1 for sufficiently large $n$, and hence, the above integral evaluates to

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{k} \leq c \sqrt{n}\right]=c^{k((k-1)(1-\varepsilon)+1-\beta)} \Theta(1) n^{\frac{k}{2}(1-\beta)}
$$

For $k=4$, we obtain

$$
\operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{k} \leq c \sqrt{n}\right] \leq \Theta(1) c^{4} n^{-4}
$$

and accordingly

$$
\mathbb{E}\left[K_{4} \mid w_{\max } \leq c \sqrt{n}\right]=\binom{n}{4} \operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{k} \leq c \sqrt{n}\right] \leq \Theta(1) c^{4}
$$

By (4.7) and (4.6), this implies

$$
\operatorname{Pr}\left[K_{4} \geq t\right]=\Theta(1) c^{4} t^{-1}+\mathcal{O}(1) c^{-2}
$$

Setting $c=t^{1 / 5}$ yields $\operatorname{Pr}\left[K_{4} \geq t\right]=\mathcal{O}(1)\left(t^{-1 / 5}+t^{-2 / 5}\right)$ and shows that the probability that $K_{4} \geq t$ can be made arbitrarily small by increasing $t$. To bound the clique number, we note that the existence of a clique of size $k$ implies the existence of $\binom{k}{4}$ cliques of size 4 , and so

$$
\operatorname{Pr}[\omega(G) \geq k] \leq \operatorname{Pr}\left[K_{4} \geq\binom{ k}{4}\right]
$$

which can be made arbitrarily small by choosing $k$ large enough. Hence the probability that the clique number grows as any superconstant function $f(n)=\omega(1)$ is in $o(1)$, which shows that the clique number is in $\mathcal{O}(1)$ a.a.s.

Finally, we deal with the case where $\beta>3$, where we show that, in this case, there are no cliques of size 4 or larger a.a.s.

Theorem 4.15. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)$ be a standard GIRG with $\beta>3$ and $d=\omega(\log (n))$. Then, $\mathbb{E}\left[K_{k}\right]=o(1)$ for $k \geq 4$ and, thus, $\omega(G) \leq 3$ a.a.s.

Proof. We use a similar strategy as in the above paragraph. In analogy to (4.5), we now have

$$
\operatorname{Pr}\left[w_{\max } \geq n^{\alpha}\right] \leq \Theta(1) n^{1-(1-\beta) \alpha}
$$

which is $o(1)$ if $\alpha>\frac{1}{\beta-1}$. For some $\alpha$ in the range $1 / 2>\alpha>\frac{1}{\beta-1}$, we get

$$
\begin{aligned}
\operatorname{Pr} & {\left[U_{k} \text { is clique } \mid w_{k} \leq n^{\alpha}\right] } \\
& \leq \Theta(1) \int_{w_{0}}^{n^{\alpha}} \cdots \int_{w_{0}}^{n^{\alpha}} \prod_{1 \leq i<j \leq k}\left(\frac{\kappa_{i j}}{n}\right)^{1-\varepsilon} w_{1}^{-\beta} \cdots w_{k}^{-\beta} \mathrm{d} w_{1} \ldots \mathrm{~d} w_{k} \\
& =\Theta(1) n^{-\binom{k}{2}(1-\varepsilon)}\left(\int_{w_{0}}^{n^{\alpha}} w^{(k-1)(1-\varepsilon)-\beta} \mathrm{d} w\right)^{k} \\
& =\Theta(1) n^{\left(\alpha-\frac{1}{2}\right) k(k-1)(1-\varepsilon)+\alpha k(1-\beta)}=o\left(n^{\alpha k(1-\beta)}\right)
\end{aligned}
$$

Accordingly,

$$
\mathbb{E}\left[K_{4} \mid w_{\max } \leq c \sqrt{n}\right]=\binom{n}{4} \operatorname{Pr}\left[U_{k} \text { is clique } \mid w_{k} \leq c \sqrt{n}\right]=\Theta(1) n^{4+4 \alpha(1-\beta)}=o(1)
$$

as $\alpha(1-\beta)<-1$. By Markov's inequality this implies

$$
\operatorname{Pr}\left[K_{4} \geq 1\right] \leq \mathbb{E}\left[K_{4} \mid w_{\max } \leq n^{\alpha}\right]+\operatorname{Pr}\left[w_{\max } \geq n^{\alpha}\right]=o(1)
$$

as desired.
5. Concentration bounds. We use the insights gained so far to obtain the following concentration bounds on the total number of cliques that hold for almost all parameter regimes and clique sizes we consider.

Theorem 1.4. We have $K_{k} / \mathbb{E}\left[K_{k}\right] \rightarrow_{p} 1$; that is, for all $\delta>0$,

$$
\operatorname{Pr}\left[\left|\frac{K_{k}}{\mathbb{E}\left[K_{k}\right]}-1\right| \geq \delta\right]=o(1)
$$

if one of the following conditions holds.
(i) $d=o(\log (n)), \beta \in(2,3), k \neq \frac{2}{3-\beta}$, and $k=o\left(n^{(3-\beta) / 4}\right)$.
(ii) $d=\omega(\log (n)), \beta \in(2,3), k=o\left(n^{(3-\beta) / 4}\right)$.
(iii) $d=o(\log (n)), \beta>3$ and $k=o(\log (n) /(\log \log (n)+d))$.

Proof. We start with the regimes where cliques dominantly form among vertices of weight $\sqrt{n}$. Recall that this covers case (ii), and case (i) if we additionally assume $k<\frac{2}{3-\beta}$. We write

$$
K_{k}=K_{k}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)+K_{k}\left(\overline{M_{\varepsilon}^{(-)}(\sqrt{n})}\right) .
$$

Since we are in the regime where cliques form dominantly in $M_{\varepsilon}(\sqrt{n})$, as shown in subsection 3.2 and subsection 4.2, there is some function $\varepsilon=o(1)$ such that

$$
\mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)\right]=(1-o(1)) \mathbb{E}\left[K_{k}\right] \text { and } \mathbb{E}\left[K_{k}\left(\overline{M_{\varepsilon}^{(-)}(\sqrt{n})}\right)\right]=o(1) \mathbb{E}\left[K_{k}\right]
$$

Furthermore, by Lemma 3.18 and Chebyshev's inequality, we have

$$
\begin{aligned}
\operatorname{Pr}\left[\left|\frac{K_{k}\left(M_{\varepsilon}^{(-)}(\sqrt{n})\right)}{\mathbb{E}\left[K_{k}\right]}-1\right| \geq \delta\right] & \leq(1+o(1)) \delta^{-2} \sum_{\ell=1}^{k} \mathcal{O}\left(\frac{\varepsilon^{1-\beta} k^{2}}{n^{(3-\beta) / 2}}\right)^{\ell} \\
& =\mathcal{O}\left(\frac{\delta^{-2} \varepsilon^{1-\beta} k^{2}}{n^{(3-\beta) / 2}}\right) .
\end{aligned}
$$

If we choose an $\varepsilon=o(1)$ that decays sufficiently slowly, this tends to 0 for every $\delta>0$ due to our assumption on $k$. Furthermore,

$$
K_{k}\left(\overline{M_{\varepsilon}^{(-)}(\sqrt{n})}\right) / \mathbb{E}\left[K_{k}\right] \rightarrow_{p} 0
$$

by Markov's inequality, and the proof of this case is finished.
On the other hand, if cliques dominantly form among low-weight vertices (this is the case for case (iii), and case (1) for $k>\frac{2}{3-\beta}$ ), write

$$
K_{k}=K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)+K_{k}\left(\overline{M_{\varepsilon}^{(+)}(w)}\right)
$$

for some $w=e^{\Theta(1) d} k^{\frac{1}{2-\beta}}$ and note that this covers the cases (iii) and (iv). By Lemma 3.16,

$$
\operatorname{Pr}\left[\left|\frac{K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)}{\mathbb{E}\left[K_{k}\right]}-1\right| \geq \delta\right] \leq(1+o(1)) \delta^{-2} \frac{\mathcal{O}(w / \varepsilon)^{k}}{\mathbb{E}\left[K_{k}\right]} .
$$

Note that due to $k=o\left(\frac{\log (n)}{\log \log (n)+d}\right)=n^{o(1)}$ and $w=n^{\Theta(1) d / \log (n)} k^{\frac{1}{2-\beta}}$, we have $\mathcal{O}(w)^{k}=n^{o(1)}$, and further $\mathbb{E}\left[K_{k}\right] \geq n^{c}$ for some constant $c>0$ (cf. Theorem 3.25). Accordingly,

$$
\operatorname{Pr}\left[\left|\frac{K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)}{\mathbb{E}\left[K_{k}\right]}-1\right| \geq \delta\right] \leq(1+o(1)) \delta^{-2} \varepsilon^{-k} n^{-c+o(1)}
$$

If we choose an $\varepsilon=o(1)$ that decays sufficiently slowly, the above term is $o(1)$. Moreover, as above, for $\varepsilon=o(1)$, we have

$$
\mathbb{E}\left[K_{k}\left(M_{\varepsilon}^{(+)}(w)\right)\right]=(1-o(1)) \mathbb{E}\left[K_{k}\right] \text { and } \mathbb{E}\left[K_{k}\left(\overline{M_{\varepsilon}^{(+)}(w)}\right)\right]=o(1) \mathbb{E}\left[K_{k}\right],
$$

and the rest of the proof is analogous to the previous case.
6. Asymptotic equivalence with IRGs. We continue by studying the infinitedimensional limit of our model, i.e., the case where $n$ is fixed and $d$ goes to infinity. We prove that in this situation, the GIRG model becomes in a strong sense equivalent to the nongeometric IRG model. That is, we prove that the total variation distance of the distribution over all possible graphs with $n$ vertices goes to 0 as $d \rightarrow \infty$. We prove the following theorem.

Theorem 1.1. Let $\mathcal{G}(n)$ be the set of all graphs with $n$ vertices, let $\{w\}_{1}^{n}$ be a weight sequence, and consider $G_{\text {IRG }}=\operatorname{IRG}\left(\{w\}_{1}^{n}\right) \in \mathcal{G}(n)$ and a standard GIRG $G_{G I R G}=\operatorname{GIRG}\left(\{w\}_{1}^{n}, d\right) \in \mathcal{G}(n)$ with any $L_{p}$-norm. Then,

$$
\lim _{d \rightarrow \infty}\left\|G_{G I R G}, G_{I R G}\right\|_{T V}=0 .
$$

We split the proof of this theorem into two parts by considering the case of an $L_{p}$-norm for $1 \leq p<\infty$ and the case of $L_{\infty}$-norm separately. Our investigations in subsection 1.4 further show why RGGs on the torus become equivalent to nongeometric models as $d$ tends to infinity and why this is not the case if we use the hypercube instead as previously observed in $[18,13]$.
6.1. Equivalence for $\boldsymbol{L}_{\boldsymbol{p}}$-norms with $1 \leq \boldsymbol{p}<\infty$. Our argument builds upon a multivariate central-limit theorem similar to the one used by Devroye et al., who establish a similar statement for SRGGs [17] .

Before starting the proof, we introduce some necessary auxiliary statements. Our argumentation builds upon the following Berry-Esseen theorem introduced in [38].

THEOREM 6.1 (Theorem 1.1 in [38]). Let $Z_{1}, \ldots, Z_{d}$ be independent zero-mean random variables taking values in $\mathbb{R}^{m}$. Let further $Z:=\sum_{i=1}^{d} Z_{i}$ and assume that the covariance matrix of $Z$ is the identity matrix. Let $X \in \mathbb{R}^{m}$ be a random variable following the standard $m$-variate normal distribution $\mathcal{N}(0, I)$. Then for any convex set $A \subseteq \mathbb{R}^{m}$, we have

$$
|\operatorname{Pr}[Z \in A]-\operatorname{Pr}[X \in A]| \leq\left(42 d^{1 / 4}+16\right) \sum_{i=1}^{d} \mathbb{E}\left[\left\|Z_{i}\right\|^{3}\right]
$$

where $\left\|Z_{i}\right\|$ is the $L_{2}$-norm of $Z_{i}$.
This illustrates that for $d \rightarrow \infty$, the (random) distance between two vertices behaves like a Gaussian random variable. Throughout this section, we use the following notation. For any $u, v \in V$, we define $\Delta_{(u, v)} \in \mathbb{R}^{d}$ as the componentwise distance of $u$ and $v$, i.e., $\Delta_{(u, v), i}:=\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|_{C}=\min \left\{\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|, 1-\left|\mathbf{x}_{u i}-\mathbf{x}_{v i}\right|\right\}$. Recall that $t_{u v}$ is the connection threshold of the vertices $u, v$, i.e., $u, v$ are adjacent if and only if their distance is at most $t_{u v}$. We may express

$$
\operatorname{Pr}[u \sim v]=\operatorname{Pr}\left[\left\|\Delta_{(u, v)}\right\|_{p} \leq t_{u v}\right]=\operatorname{Pr}\left[\sum_{i=1}^{d} \Delta_{(u, v), i}^{p} \leq t_{u v}^{p}\right]
$$

and we further note that $\Delta_{(u, v), i}$ and $\Delta_{(u, v), j}$ are i.i.d. random variables. Define

$$
\mu:=\mathbb{E}\left[\Delta_{(u, v), i}^{p}\right] \quad \text { and } \quad \sigma^{2}:=\operatorname{Var}\left[\Delta_{(u, v), i}^{p}\right]
$$

and let the random variable $Z_{(u, v), i}$ be defined as

$$
Z_{(u, v), i}:=\frac{\Delta_{(u, v), i}^{p}-\mu}{\sqrt{d} \sigma}
$$

Now define $Z_{(u, v)}:=\sum_{i=1}^{d} Z_{(u, v), i}$ and observe that this allows us to express

$$
\operatorname{Pr}[u \sim v]=\operatorname{Pr}\left[\sum_{i=1}^{d} \Delta_{(u, v), i}^{p} \leq t_{u v}^{p}\right]=\operatorname{Pr}\left[Z_{(u, v)} \leq \frac{t_{u v}^{p}-d \mu}{\sqrt{d} \sigma}\right]
$$

Working with $Z_{(u, v)}$ instead of $\Delta_{(u, v)}$ has the advantage that we have $\mathbb{E}\left[Z_{(u, v)}\right]=0$ and

$$
\operatorname{Var}\left[Z_{(u, v)}\right]=\sum_{i=1}^{d} \operatorname{Var}\left[Z_{(u, v), i}\right]=\frac{1}{d \sigma^{2}} \sum_{i=1}^{d} \operatorname{Var}\left[\Delta_{(u, v), i}^{p}\right]=1
$$

These properties are useful when applying Theorem 6.1. Now recall that $t_{u v}$ is defined so that the marginal connection probability $\operatorname{Pr}[u \sim v]$ is equal to $\min \left\{1, \frac{\lambda w_{u} w_{v}}{n}\right\}$, which is required in order to ensure that $\mathbb{E}[\operatorname{deg}(v)] \propto w_{v}$ for all $v$. We use this to establish the following lemma describing the asymptotic behavior of the threshold $t_{u v}$.

Lemma 6.2. Let $G=\operatorname{GIRG}\left(n, \beta, w_{0}, d\right)=(V, E)$ be a standard $G I R G$ with $L_{p^{-}}$norm for $p \in[1, \infty)$. Denote by $\Phi$ the cumulative density function of the standard Gaussian distribution, i.e., $\Phi(x)=\sqrt{2 \pi} \int_{-\infty}^{x} e^{-t^{2} / 2} d t$. Then for any $u, v \in V$ with $u \neq v$ and $\frac{\lambda w_{u} w_{v}}{n}<1$, we have

$$
\lim _{d \rightarrow \infty} \frac{t_{u v}^{p}-d \mu}{\sqrt{d} \sigma}=\Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)
$$

Proof. Let $u, v$ be fixed. In the remainder of this proof, we abbreviate $Z_{(u, v)}$ with $Z$, and $Z_{(u, v), i}$ with $Z_{i}$. For every $c \in \mathbb{R}$, define the set $A_{c}=\{x \in \mathbb{R} \mid x \leq c\}$. Let further $X \sim \mathcal{N}(0,1)$ be a standard Gaussian random variable. We get from Theorem 6.1 that

$$
\begin{align*}
|\operatorname{Pr}[Z \leq c]-\operatorname{Pr}[X \leq c]| & \leq\left(42 d^{1 / 4}+16\right) \sum_{i=1}^{d} \mathbb{E}\left[\left|Z_{i}\right|^{3}\right] \\
& =\frac{42 d^{1 / 4}+16}{d^{3 / 2} \sigma^{3}} \sum_{i=1}^{d} \mathbb{E}\left[\left|\Delta_{(u, v), i}^{p}-\mu\right|^{3}\right] \\
& \leq \frac{42 d^{1 / 4}+16}{d^{1 / 2} \sigma^{3}}  \tag{6.1}\\
& =o_{d}(1) \tag{6.2}
\end{align*}
$$

because $\Delta_{(u, v), i}^{p}-\mu \in[-1,1]$, which shows that $Z$ converges to a standard Gaussian random variable as $d \rightarrow \infty$. In particular, this statement is true for $c=\Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)$. At the same time,

$$
\operatorname{Pr}\left[X \leq \Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)\right]=\frac{\lambda w_{u} w_{v}}{n}=\operatorname{Pr}\left[Z \leq \frac{t_{u v}^{p}-d \mu}{\sqrt{d} \sigma}\right]
$$

where the second step follows by the definition of $t_{u v}$ and $Z$. Hence, by (6.1),

$$
\lim _{d \rightarrow \infty}\left|\operatorname{Pr}\left[Z \leq \Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)\right]-\operatorname{Pr}\left[Z \leq \frac{t_{u v}^{p}-d \mu}{\sqrt{d} \sigma}\right]\right|=0 .
$$

Since the function $f(c)=\operatorname{Pr}[Z \leq c]$ converges to the cumulative density function $\Phi$ of the standard Gaussian distribution and since this function is continuous and strictly monotonically increasing, we infer that

$$
\lim _{d \rightarrow \infty} \frac{t_{u v}^{p}-d \mu}{\sqrt{d} \sigma}=\Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)
$$

With this, we prove the main theorem of this section.
Proof of Theorem 1.1 for $p \in[1, \infty)$. As $n$ is fixed, the set $\mathcal{G}(n)$ is finite and so it suffices to show that for all $H \in \mathcal{G}(n)$, we have

$$
\begin{equation*}
\lim _{d \rightarrow \infty} \operatorname{Pr}\left[G_{\mathrm{GIRG}}=H\right]=\operatorname{Pr}\left[G_{\mathrm{IRG}}=H\right] \tag{6.3}
\end{equation*}
$$

First, we note that for any $u, v \in V$ with $\frac{\lambda w_{u} w_{v}}{n} \geq 1, u$ and $v$ are guaranteed to be connected in both $G_{\text {GIRG }}$ and $G_{\text {IRG }}$. Hence, for every $H \in \mathcal{G}(n)$ in which $u$ and $v$ are not connected, we get $\operatorname{Pr}\left[G_{\mathrm{GIRG}}=H\right]=\operatorname{Pr}\left[G_{\mathrm{IRG}}=H\right]=0$. For this reason, it suffices to show (6.3) for all $H \in \mathcal{G}(n)$ in which all $u, v \in V$ with $u \neq v$ and $\frac{\lambda w_{u} w_{v}}{n} \geq 1$ are connected.

Let $H$ be an arbitrary but fixed such graph. We define the set $\mathcal{Q}=\{(u, v) \mid 1 \leq$ $\left.u<v \leq n, \frac{\lambda w_{u} w_{v}}{n}<1\right\}$, which contains all pairs of vertices that are not connected with probability 1 . For any event $\mathbf{E}$, we denote by $\mathbb{1}(\mathbf{E})$ the random variable that is 1 if $\mathbf{E}$ occurs and 0 otherwise. Similarly, we denote by $H_{(u, v)}$ an indicator variable that is 1 if the edge $\{u, v\}$ is present in $H$ and 0 otherwise. Furthermore, for every $(u, v) \in \mathcal{Q}$, we define $\mathcal{N}_{(u, v)}$ to be an independent standard Gaussian random variable. Then,

$$
\operatorname{Pr}\left[G_{\mathrm{IRG}}=H\right]=\operatorname{Pr}\left[\bigcap_{(u, v) \in \mathcal{Q}}\left(\mathbb{1}\left(\mathcal{N}_{(u, v)} \leq \Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)\right)=H_{(u, v)}\right)\right] .
$$

Furthermore, recall the definition of $Z_{(u, v)}$ and observe

$$
\operatorname{Pr}\left[G_{\mathrm{GIRG}}=H\right]=\operatorname{Pr}\left[\bigcap_{(u, v) \in \mathcal{Q}}\left(\mathbb{1}\left(Z_{(u, v)} \leq \frac{t_{u v}^{p}-d \mu}{\sqrt{d} \sigma}\right)=H_{(u, v)}\right)\right]
$$

In addition, we define the random graph $\tilde{G}$ in which all $u \neq v \in V$ with $\frac{\lambda w_{u} w_{v}}{n} \geq 1$ are guaranteed to be connected, and in which for every $(u, v) \in \mathcal{Q}$, the edge $\{u, v\}$ is present if and only if $Z_{(u, v)} \leq \Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)$. Accordingly,

$$
\operatorname{Pr}[\tilde{G}=H]=\operatorname{Pr}\left[\bigcap_{(u, v) \in \mathcal{Q}}\left(\mathbb{1}\left(Z_{(u, v)} \leq \Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right)\right)=H_{(u, v)}\right)\right] .
$$

From Lemma 6.2, we get that

$$
\lim _{d \rightarrow \infty} \frac{t_{u v}^{p}-d \mu}{\sqrt{d} \sigma}=\Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{N}\right)
$$

and so,

$$
\lim _{d \rightarrow \infty}\left|\operatorname{Pr}\left[G_{\mathrm{GIRG}}=H\right]-\operatorname{Pr}[\tilde{G}=H]\right|=0
$$

It therefore only remains to show $\lim _{d \rightarrow \infty} \operatorname{Pr}[\tilde{G}=H]=\operatorname{Pr}\left[G_{\text {IRG }}=H\right]$.
For this, we let $m=|\mathcal{Q}|$ and we define the random vector $Z_{i} \in \mathbb{R}^{m}$ that has the random variables $Z_{(u, v), i}$ as its components for all $(u, v) \in \mathcal{Q}$. We further define $Z:=\sum_{i=1}^{d} Z_{i}$. We use Theorem 6.1 and define the set $A \subseteq \mathbb{R}^{m}$ such that

$$
x \in A \Leftrightarrow \forall(u, v) \in \mathcal{Q}: \begin{cases}x_{(u, v)} \leq \Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right) & \text { if } H_{(u, v)}=1 \\ x_{(u, v)}>\Phi^{-1}\left(\frac{\lambda w_{u} w_{v}}{n}\right) & \text { otherwise }\end{cases}
$$

It is easy to observe that $A$ is convex. We get $\operatorname{Pr}[\tilde{G}=H]=\operatorname{Pr}[Z \in A]$ and $\operatorname{Pr}\left[G_{\text {IRG }}=\right.$ $H]=\operatorname{Pr}[X \in A]$, where $X$ is a random variable from the standard $m$-variate normal distribution.

We further note that for all $(u, v) \in \mathcal{Q}$, the random variables $\Delta_{(u, v), 1}, \ldots, \Delta_{(u, v), d}$ are independent, which implies that $Z_{1}, \ldots, Z_{d}$ are independent as well. Furthermore, they have expectation 0 and for all $1 \leq i, j \leq d,(u, v),(s, t) \in \mathcal{Q}$ with $(u, v) \neq(s, t)$, the random variables $\Delta_{(u, v), i}$ and $\Delta_{s t, j}$ are independent, even if $i=j$ and $\{u, v\} \cap\{s, t\} \neq \emptyset$ (because the torus is a homogeneous space). This implies that also $Z_{(u, v), i}$ and $Z_{(s, t), j}$ as well as $Z_{(u, v)}$ and $Z_{(s, t)}$ are independent. Hence, $\operatorname{Cov}\left[Z_{(u, v)}, Z_{(s, t)}\right]=0$. Accordingly, the covariance matrix of $Z$ is the identity matrix. Thus, Theorem 6.1 implies

$$
\begin{aligned}
|\operatorname{Pr}[Z \in A]-\operatorname{Pr}[X \in A]| & \leq\left(42 d^{1 / 4}+16\right) \sum_{i=1}^{d} \mathbb{E}\left[\left\|Z_{i}\right\|^{3}\right] \\
& =\left(42 d^{1 / 4}+16\right) \sum_{i=1}^{d} \mathbb{E}\left[\left(\sum_{(u, v) \in \mathcal{Q}} Z_{(u, v), i}^{2}\right)^{3 / 2}\right] \\
& =\left(42 d^{1 / 4}+16\right) \sum_{i=1}^{d} \frac{1}{d^{3 / 2} \sigma^{3}} \mathbb{E}\left[\left(\sum_{(u, v) \in \mathcal{Q}}\left(\Delta_{(u, v), i}^{p}-\mu\right)^{2}\right)^{3 / 2}\right] \\
& \leq\left(42 d^{1 / 4}+16\right) \sum_{i=1}^{d} \frac{m^{3 / 2}}{d^{3 / 2} \sigma^{3}} \\
& =\left(42 d^{1 / 4}+16\right) \frac{d m^{3 / 2}}{d^{3 / 2} \sigma^{3}} \\
& =\frac{m^{3 / 2}}{\sigma^{3}}\left(\frac{42}{d^{1 / 4}}+\frac{16}{d^{1 / 2}}\right)=o_{d}(1),
\end{aligned}
$$

as $\Delta_{(u, v), i}^{p}-\mu \in[-1,1]$ and $\left.m \leq \begin{array}{l}n \\ 2\end{array}\right)$. This shows

$$
\lim _{d \rightarrow \infty} \operatorname{Pr}[\tilde{G}=H]=\operatorname{Pr}\left[G_{\mathrm{IRG}}=H\right]
$$

as desired.
As mentioned before, the above result helps in getting an intuition for how the choice of the underlying ground space of geometric random graphs affects the impact of an increasing dimensionality. Recall that RGGs on the hypercube do not converge to Erdős-Rényi graphs as $n$ is fixed and $d \rightarrow \infty$ [13, 18]. However, our results imply that they do when choosing the torus as ground space. These apparent disagreements are despite the fact that we apply the central limit theorem similarly.

As discussed before, the above proof relies on the fact that, for independent zeromean variables $Z_{1}, \ldots, Z_{d}$, the covariance matrix of the random vector $Z=\sum_{i=1}^{d} Z_{i}$ is the identity matrix. This is due to the fact that the torus is a homogeneous space, implying that the probability measure of a ball of radius $r$ is the same, regardless of where this ball is centered. This makes the random variables $Z_{(u, v)}$ and $Z_{(u, s)}$ independent. As a result their covariance is 0 although both "depend" on the position of $u$.

For the hypercube, this is not the case. Although the distance of two vertices can analogously be defined as a sum of independent, zero-mean random vectors over all dimensions just like we do above (the only difference being that $\Delta_{(u, v), i}$ is now the distance between $u, v$ in dimension $i$ in the hypercube, leading to different values of $\mu$ and $\left.\sigma^{2}\right)$, the random variables $Z_{(u, v)}$ and $Z_{(u, s)}$ do not have a covariance of 0 .

In fact, one can verify that for every $1 \leq i \leq d$, there is a slightly positive covariance between $\Delta_{(u, v), i}$ and $\Delta_{(u, s), i}$ (equal to $1 / 180$ ). This transfers to a covariance between $Z_{(u, v)}$ and $Z_{(u, s)}$, which stays constant as $d$ grows, since

$$
\begin{aligned}
\operatorname{Cov}\left[Z_{(u, v)}, Z_{(u, s)}\right] & =\mathbb{E}\left[Z_{(u, v)} \cdot Z_{(u, s)}\right] \\
& =\sum_{i=1}^{d} \sum_{j=1}^{d} \mathbb{E}\left[Z_{(u, v), i} \cdot Z_{(u, s), j}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{d \sigma^{2}} \sum_{i=1}^{d} \operatorname{Cov}\left[\Delta_{(u, v), i}^{p} \Delta_{(u, s), i}^{p}\right] \\
& =\frac{\operatorname{Cov}\left[\Delta_{(u, v), 1}^{p} \Delta_{(u, s), 1}^{p}\right]}{\sigma^{2}},
\end{aligned}
$$

where we used that $\mathbb{E}\left[Z_{(u, v), i} \cdot Z_{(u, s), j}\right]=0$ if $i \neq j$. Accordingly, the covariance matrix $\Sigma$ of $Z$ is not the identity matrix. Nevertheless, our proof from the previous section still applies if we replace $Z$ by $Y=\sum_{i=1}^{d} \Sigma^{-1} Z_{i}$. Now $Y$ is the sum of independent random vectors and has the identity matrix as its covariance matrix, so Theorem 6.1 remains applicable. Furthermore, $\mathbb{E}\left[\left\|\Sigma^{-1} Z_{i}\right\|^{3}\right]$ is still proportional to $d^{-3 / 2}$ and thus remains bounded such that $Y$ converges to a standard $m$-dimensional normal vector. This implies that $Z$ converges to a random vector from $\mathcal{N}(0, \Sigma)$, showing that RGGs on the hypercube converge to a nongeometric model where the probability that any fixed graph is sampled can be described, like above, as the probability that $Z \sim \mathcal{N}(0, \Sigma)$ falls into the convex set $A$. In this model, however, the edges are not drawn independently, as $\Sigma$ is not the identity matrix. In fact, for any three vertices $s, u, v$, the components $Z_{(u, v)}$ and $Z_{(u, s)}$ are slightly positively correlated, so there is a slightly higher probability that $s, u, v$ form a triangle than in a corresponding ErdősRényi graph. This leads to a higher tendency to form cliques, which is in accordance with the observations from Erba et al. [18].
6.2. Asymptotic equivalence for $\boldsymbol{L}_{\infty}$-norm. In this section, we prove that our model also loses its geometry if $L_{\infty}$-norm is used. We use a different technique to prove this theorem, as the $L_{\infty}$-distance between two vertices is no longer a sum of independent random variables and central limit theorems no longer apply. Instead our argument builds upon the bounds we establish in subsection 4.1.

Proof of Theorem 1.1 for $L_{\infty}$-norm. We show that for all $H \in \mathcal{G}(n)$,

$$
\begin{equation*}
\lim _{d \rightarrow \infty} \operatorname{Pr}\left[G_{\mathrm{GIRG}}=H\right]=\operatorname{Pr}\left[G_{\mathrm{IRG}}=H\right] . \tag{6.4}
\end{equation*}
$$

We start by establishing a way to compute $\operatorname{Pr}[G=H]$ for any random variable $G$ representing a distribution over all graphs in $\mathcal{G}(n)$. For this, we denote by $E(H)$ the set of edges of a graph $H=(V, E) \in \mathcal{G}(n)$. We further let $\binom{V}{2}$ be the set of all possible edges on the vertex set $V$. Now, for any $H \in \mathcal{G}$, we have

$$
\operatorname{Pr}[G=H]=\operatorname{Pr}[E(G) \supseteq E(H)]-\sum_{E(H) \subset \mathcal{A} \subseteq\binom{V}{2}} \operatorname{Pr}[E(G)=\mathcal{A}] .
$$

That is, we may express the probability that $G$ is sampled as the probability that a supergraph of $G$ is sampled minus the probability that any proper supergraph of $G$ is sampled. Now, for any $E(H) \subset \mathcal{A} \subseteq\binom{V}{2}$, the probability $\operatorname{Pr}[E(G)=\mathcal{A}]$ is the probability that $G$ is a specific graph with at least $|E(H)|+1$ edges. Now, we may repeatedly substitute terms of the form $\operatorname{Pr}[E(G)=\mathcal{A}]$ in the same way until we have an (alternating) sum consisting only of terms that have the form $\operatorname{Pr}[E(G) \supseteq \mathcal{A}]$ for some $E(H) \subset \mathcal{A} \subseteq\binom{V}{2}$. That is, we may calculate the probability $\operatorname{Pr}[G=H]$ even if we only know $\operatorname{Pr}[E(G) \supseteq \mathcal{A}]$ for any $\mathcal{A} \subseteq\binom{V}{2}$.

As $n$ is fixed, in order to prove our statement in (6.4), it suffices to prove that, for each $\mathcal{A} \subseteq\binom{V}{2}$, we have

$$
\lim _{d \rightarrow \infty} \operatorname{Pr}\left[E\left(G_{\mathrm{GIRG}}\right) \supseteq \mathcal{A}\right]=\operatorname{Pr}\left[E\left(G_{\mathrm{IRG}}\right) \supseteq \mathcal{A}\right]=\prod_{\{i, j\} \in \mathcal{A}} \frac{\kappa_{i j}}{n} .
$$

Using Theorem 1.5, we get that

$$
\operatorname{Pr}\left[E\left(G_{\mathrm{GIRG}}\right) \supseteq \mathcal{A}\right]=\prod_{\{i, j\} \in \mathcal{A}}\left(\frac{\kappa_{i j}}{n}\right)^{1 \mp \mathcal{O}_{d}\left(\frac{\ln (n)}{d}\right)}
$$

For $d \rightarrow \infty$, this clearly converges to $\operatorname{Pr}\left[E\left(G_{\mathrm{IRG}}\right) \supseteq \mathcal{A}\right]$, and the proof is finished.
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