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Abstract. The fundamental theorem of Turán from Extremal Graph
Theory determines the exact bound on the number of edges tr(n) in an
n-vertex graph that does not contain a clique of size r+ 1. We establish
an interesting link between Extremal Graph Theory and Algorithms by
providing a simple compression algorithm that in linear time reduces
the problem of finding a clique of size ℓ in an n-vertex graph G with
m ≥ tr(n) − k edges, where ℓ ≤ r + 1, to the problem of finding a
maximum clique in a graph on at most 5k vertices. This also gives us
an algorithm deciding in time 2.49k · (n + m) whether G has a clique
of size ℓ. As a byproduct of the new compression algorithm, we give an

algorithm that in time 2O(td2) · n2 decides whether a graph contains an
independent set of size at least n/(d+1)+ t. Here d is the average vertex
degree of the graph G. The multivariate complexity analysis based on
ETH indicates that the asymptotical dependence on several parameters
in the running times of our algorithms is tight.

1 Introduction

In 1941, Pál Turán published a theorem that became one of the central results
in extremal graph theory. The theorem bounds the number of edges in an undi-
rected graph that does not contain a complete subgraph of a given size. For
positive integers r ≤ n, the Turán’s graph Tr(n) is the unique complete r-partite
n-vertex graph where each part consists of ⌊n

r ⌋ or ⌈n
r ⌉ vertices. In other words,

Tr(n) is isomorphic to Ka1,a2,...,ar
, where ai = ⌈n

r ⌉ if i is less than or equal to n
modulo r and ai = ⌊n

r ⌋ otherwise. We use tr(n) to denote the number of edges
in Tr(n).

Theorem 1 (Turán’s Theorem [28]). Let r ≤ n. Then any Kr+1-free n-
vertex graph has at most tr(n) edges. The only Kr+1-free n-vertex graph with
exactly tr(n) edges is Tr(n).

The theorem yields a polynomial time algorithm that for a given n-vertex
graph G with at least tr(n) edges decides whether G contains a clique Kr+1.
Indeed, if a graph G is isomorphic to Tr(n), which is easily checkable in poly-
nomial time, then it has no clique of size r + 1. Otherwise, by Turán’s theorem,
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G contains Kr+1. There are constructive proofs of Turán’s theorem that also
allows to find a clique of size r + 1 in a graph with at least tr(n) edges.

The fascinating question is whether Turán’s theorem could help to find ef-
ficiently larger cliques in sparser graphs. There are two natural approaches to
defining a “sparser” graph and a “larger” clique. These approaches bring us to
the following questions; addressing these questions is the primary motivation of
our work.

First, what happens when the input graph has a bit less edges than the
Turán’s graph? More precisely,

Is there an efficient algorithm that for some k ≥ 1, decides whether an
n-vertex graph with at least tr(n)−k edges contains a clique of size r+1?

Second, could Turán’s theorem be useful in finding a clique of size larger than
r + 1 in an n-vertex graph with tr(n) edges? That is,

Is there an efficient algorithm that for some ℓ > r decides whether an
n-vertex graph with at least tr(n) edges contains a clique of size ℓ?

We provide answers to both questions, and more. We resolve the first ques-
tion by showing a simple fixed-parameter tractable (FPT) algorithm where the
parameter is k, the “distance” to the Turán’s graph. Our algorithm builds on the
cute ideas used by Erdős in his proof of Turán’s theorem [11]. Viewing these ideas
through algorithmic lens leads us to a simple preprocessing procedure, formally
a linear-time polynomial compression. For the second question, unfortunately,
the answer is negative.

Our contribution. To explain our results, it is convenient to state the above
questions in terms of the computational complexity of the following problem.

Turán’s Clique
Input: An n-vertex graph G, positive integers r, ℓ ≤ n, and k such that
|E(G)| ≥ tr(n)− k.
Question: Is there a clique of size at least ℓ in G?

Our first result is the following theorem (Theorem 2). Let G be an n-vertex
graph withm ≥ tr(n)−k edges. Then there is an algorithm that for any ℓ ≤ r+1,
in time 2.49k·(n+m) either finds a clique of size at least ℓ inG or correctly reports
that G does not have a clique of size ℓ. Thus for ℓ ≤ r + 1, Turán’s Clique is
FPT parameterized by k. More generally, we prove that the problem admits a
compression of size linear in k. That is, we provide a linear-time procedure that
reduces an instance (G, r, ℓ, k) of Turán’s Clique to an equivalent instance
(G′, p) of the Clique problem with at most 5k vertices. The difference between
Clique and Turán’s Clique is that we do not impose any bound on the
number of edges in the input graph of Clique. This is why we use the term
compression rather than kernelization,4 and we argue that stating our reduction

4 A kernel is by definition a reduction to an instance of the same problem. See the
book [13] for an introduction to kernelization.
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in terms of compression is far more natural and helpful. Indeed, after reducing
the instance to the size linear in the parameter k, the difference between Clique
and Turán’s Clique vanes, as even the total number of edges in the instance
is automatically bounded by a function of the parameter. On the other hand,
Clique is a more general and well-studied problem than Turán’s Clique.

Pipelined with the fastest known exact algorithm for Maximum Indepen-
dent Set of running time O(1.1996n) [29], our reduction provides the FPT
algorithm for Turán’s Clique parameterized by k. This algorithm is single-
exponential in k and linear in n+m, and we also show that the existence of an
algorithm subexponential in k would contradict Exponential Time Hypothesis
(Corollary 5). Thus the running time of our algorithm is essentially tight, up to
the constant in the base of the exponent.

The condition ℓ ≤ r+1 required by our algorithm is, unfortunately, unavoid-
able. We prove (Theorem 4) that for any fixed p ≥ 2, the problem of deciding
whether an n-vertex graph with at least tr(n) edges contains a clique of size
ℓ = r + p is NP-complete. Thus for any p ≥ 2, Turán’s Clique parameter-
ized by k is para-NP-hard. (We refer to the book of Cygan et al. [6] for an
introduction to parameterized complexity.)

While our hardness result rules out finding cliques of size ℓ > r+1 in graphs
with tr(n) edges in FPT time, an interesting situation arises when the ratio
ξ := ⌊n

r ⌋ is small. In the extreme case, when n = r, the n-vertex graph G with
tr(n) = n(n−1)/2 is a complete graph. In this case the problem becomes trivial.

To capture how far the desired clique is from the Turán’s bound, we introduce
the parameter

τ =

{
0, if ℓ ≤ r,

ℓ− r, otherwise.

The above-mentioned compression algorithm into Clique with at most 5k ver-
tices yields almost “for free” a compression of Turán’s Clique into Clique
with O(τξ2 + k) vertices. Hence for any ℓ, one can decide whether an n-vertex

graph with m ≥ tr(n) − k edges contains a clique of size ℓ in time 2O(τξ2+k) ·
(n+m). Thus the problem is FPT parameterized by τ + ξ + k. This result has
an interesting interpretation when we look for a large independent set in the
complement of a graph. Turán’s theorem, when applied to the complement G of
a graph G, yields a bound

α(G) ≥ n

d+ 1
,

where α(G) is the size of the largest independent set in G (the independence
number of G), and d is the average vertex degree of G. This motivates us to
define the following problem.

Turán’s Independent Set
Input: An n-vertex graph G with average degree d, a positive integer t.
Question: Is there an independent set of size at least n

d+1 + t in G?

By Theorem 3, we have a simple algorithm (Corollary 3) that compresses
an instance of Turán’s Independent Set into an instance of Independent
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Set with O(td2) vertices. Pipelined with an exact algorithm computing a maxi-
mum independent set, the compression results in the algorithm solving Turán’s
Independent Set in time 2O(td2) · n2.

As we already mentioned, Turán’s Clique is NP-complete for any fixed τ ≥
2 and k = 0. We prove that the problem remains intractable being parameterized
by any pair of the parameters from the triple {τ, ξ, k}. More precisely, Turán’s
Clique is also NP-complete for any fixed ξ ≥ 1 and τ = 0, as well as for any
fixed ξ ≥ 1 and k = 0. These lower bounds are given in Theorem 4.

Given the algorithm of running time 2O(τξ2+k) ·(n+m) and the lower bounds
for parameterization by any pair of the parameters from {τ, ξ, k}, a natural
question is, what is the optimal dependence of a Turán’s Clique algorithm
on {τ, ξ, k}? We use the Exponential Time Hypothesis (ETH) of Impagliazzo,
Paturi, and Zane [20] to address this question. Assuming ETH, we rule out the
existence of algorithms solving Turán’s Clique in time f(ξ, τ)o(k) · nf(ξ,τ),

f(ξ, k)o(τ) ·nf(ξ,k), and f(k, τ)o(
√
ξ) ·nf(k,τ), for any function f of the respective

parameters.

Related work. Clique is a notoriously difficult computational problem. It is
one of Karp’s 21 NP-complete problems [22] and by the work of H̊astad, it is hard
to approximate Clique within a factor of n1−ϵ [19]. Clique parameterized by
the solution size is W[1]-complete [8]. The problem plays the fundamental role in
the W-hierarchy of Downey and Fellows, and serves as the starting point in the
majority of parameterized hardness reductions. From the viewpoint of structural
parameterized kernelization, Clique does not admit a polynomial kernel when
parameterized by the size of the vertex cover [3]. A notable portion of works in
parameterized algorithms and kernelization is devoted to solving Independent
Set (equivalent to Clique on the graph’s complement) on specific graph classes
like planar, H-minor-free graphs and nowhere-dense graphs [7, 2, 10, 27].

Our algorithmic study of Turán’s theorem fits into the paradigm of the “above
guarantee” parameterization [25]. This approach was successfully applied to var-
ious problems, see e.g. [1, 5, 14, 15, 16, 17, 18, 24, 26, 21, 12].

Most relevant to our work is the work of Dvorak and Lidicky on independent
set “above Brooks’ theorem” [9]. By Brooks’ theorem [4], every n-vertex graph
of maximum degree at most ∆ ≥ 3 and clique number at most ∆ has an inde-
pendent set of size at least n/∆. Then the Independent Set over Brook’s
bound problem is to decide whether an input graph G has an independent set
of size at least n

∆ +p. Dvorak and Lidicky [9, Corollary 3] proved that Indepen-
dent Set over Brook’s bound admits a kernel with at most 114p∆3 vertices.
This kernel also implies an algorithm of running time 2O(p∆3) · nO(1). When av-
erage degree d is at most ∆−1, by Corollary 3, we have that Independent Set
over Brook’s bound admits a compression into an instance of Independent
Set with O(p∆2) vertices. Similarly, by Corollary 4, for d ≤ ∆ − 1, Indepen-

dent Set over Brook’s bound is solvable in time 2O(p∆2) · nO(1). When
d > ∆ − 1, for example, on regular graphs, the result of Dvorak and Lidicky is
non-comparable with our results.
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2 Algorithms

While in the literature it is common to present Turán’s theorem under the im-
plicit assumption that n is divisible by r, here we make no such assumption.
For that, it is useful to recall the precise value of tr(n) in the general setting, as
observed by Turán [28].

Proposition 1 (Turán [28]). For positive integers r ≤ n,

tr(n) =

(
1− 1

r

)
· n

2

2
− s

2
·
(
1− s

r

)
where s = n− r · ⌊n

r ⌋ is the remainder in the division of n by r.

Note that [28] uses the expression tr(n) =
r−1
2r · (n2 − s2) +

(
s
2

)
, however it can

be easily seen to be equivalent to the above.
We start with our main problem, where we look for a Kr+1 in a graph that

has slightly less than tr(n) edges. Later in this section, we show how to derive
our other algorithmic results from the compression routine developed next.

2.1 Compression algorithm for ℓ ≤ r + 1

First, we make a crucial observation on the structure of a Turán’s Clique
instance that will be the key part of our compression argument. Take a vertex
v of maximum degree in G, partition V (G) on S = NG(v) and T = V (G) \ S,
and add all edges between S and T while removing all edges inside S. It can be
argued that this operation does not decrease the number of edges in G while also
preserving the property of being Kr+1-free. Performing this recursively yields
that Tr(n) has indeed the maximum number of edges for a Kr+1-free graph,
and this is the gist of Erdős’ proof of Turán’s Theorem [11]. Now, we want to
extend this argument to cover our above-guarantee case. Again, we start with
the graph G and perform exactly the same recursive procedure to obtain the
graph G′. While we cannot say that G′ is equal to G, since the latter has slightly
less than tr(n) edges, we can argue that every edge that gets changed from G
to G′ can be attributed to the “budget” k. Thus we arrive to the conclusion
that G is different from G′ at only O(k) places. The following lemma makes this
intuition formal.

Lemma 1. There is an O(m+ k)-time algorithm that for non-negative integers
k ≥ 1, r ≥ 2 and an n-vertex graph G with m ≥ tr(n)−k edges, finds a partition
V1, V2, . . . , Vp of V (G) with the following properties

(i) p ≥ r − k;
(ii) For each i ∈ {1, . . . , p}, there is a vertex vi ∈ Vi with NG(vi) ⊃ Vi+1∪Vi+2∪

· · · ∪ Vp;
(iii) If p ≤ r, then for the complete p-partite graph G′ with parts V1, V2, . . . , Vp,

we have |E(G′)| ≥ |E(G)| and |E(G)△E(G′)| ≤ 3k. Moreover, all vertices
covered by E(G)\E(G′) are covered by E(G′)\E(G) and |E(G′)\E(G)| ≤ 2k.
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Let us clarify this technical definition. The lemma basically states that if a
graph G has at least tr(n)− k edges, then it either has a clique of size r + 1, or
it has at most 3k edit distance to a complete multipartite graph G′ consisting
of p ∈ [r − k, r] parts. Moreover, G has a clique of size p untouched by the edit,
i.e. this clique is present in the complete p-partite graph G′ as well.

We should also note that Lemma 1 is close to the concept of stability of
Turán’s theorem. This concept received much attention in extremal graph the-
ory (see e.g. recent work of Korándi et al. [23]), and appeals the structural
properties of graphs having number of edges close to the Turán’s number tr(n).
Lemma 1 can also be seen as a stability version of Turán’s theorem, but from
the algorithmic point of view. We move on to the proof of the lemma.

Proof (of Lemma 1). First, we state the algorithm, which follows from the
Erdős’ proof of Turán’s Theorem from [11]. We start with an empty graph
G′ defined on the same vertex set as G, and set G1 = G. Then we select
the vertex v1 ∈ V (G1) as an arbitrary maximum-degree vertex in G1, i.e.
degG1

(v1) = maxu∈V (G1) degG1
(u). We put V1 = V (G1) \ NG1

(v1) and add
to G′ all edges between V1 and V (G1) \ V1.

We then put G2 := G1 −V1 and, unless G2 is empty, apply the same process
to G2. That is, we select v2 ∈ V (G2) with degG2

(v2) = maxu∈V (G2) degG2
(u)

and put V2 = V (G2) \NG2(v2) and add all edges between V2 and V (G2) \ V2 to
G′. We repeat this process with Gi+1 := Gi−Vi until Gi+1 is empty. The process
has to stop eventually as each Vi is not empty. In this way three sequences are
produced: G = G1, G2, . . . , Gp, Gp+1, where G1 is G and Gp+1 is the empty
graph; v1, v2, . . . , vp, and V1, V2, . . . , Vp. Note that the sequences {vi} and {Vi}
satisfy property (ii) by construction. Observe that this procedure can be clearly
performed in time O(n2), and for any r ≥ 2, m + k = tr(n) = Θ(n2), thus the
algorithm takes time O(m+ k).

Clearly, G′ is a complete p-partite graph with parts V1, V2, . . . , Vp as in G′

we added all edges between Vi and V (Gi) \Vi = (Vi+1 ∪Vi+2 ∪ . . .∪Vp) for each
i ∈ {1, . . . , p} and never added an edge between two vertices in the same Vi.
Since a p-partite graph is always Kp+1-free, by Theorem 1 |E(G′)| ≤ tp(n).

Claim. |E(G′)| − |E(G)| ≥
∑p

i=1 |E(G[Vi])| and for each u ∈ V (G), degG(u) ≤
degG′(u).

Proof (of Claim). For each i ∈ {1, . . . , p}, denote by Ei the edges of G
′ added in

the i-th step of the construction. Formally, Ei = Vi × (Vi+1 ∪Vi+2 ∪ . . .∪Vp) for
i < p and Ep = ∅. We aim to show that |Ei| − |E(Gi) \ E(Gi+1)| ≥ |E(G[Vi])|.
The first part of the claim will follow as |E(G′)| =

∑p
i=1 |Ei| and |E(G)| =∑p

i=1 |E(Gi) \ E(Gi+1)|.
Denote by di the degree of vi in Gi. Since NGi

(vi) = (Vi+1 ∪Vi+2 ∪ . . .∪Vp),
|Ei| = di|Vi|. As vi is a maximum-degree vertex in Gi, di ≥ degGi

(u) for every
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u ∈ Vi, so |Ei| ≥
∑

u∈Vi
degGi

(u). Recall that Gi+1 = Gi − Vi. Then

|E(Gi) \ E(Gi+1)| =
∑
u∈Vi

degGi
(u)− |E(Gi[Vi])| =

∑
u∈Vi

degGi
(u)− |E(G[Vi])|

≤|Ei| − |E(G[Vi])|,

and the first part of the claim follows.
To show the second part, note that for a vertex u ∈ Vi, degG(u) ≤

∑i−1
j=1 |Vj |+

degGi
(u). On the other hand, u is adjacent to every vertex in V1∪V2∪· · ·∪Vi−1∪

Vi+1 ∪ · · · ∪ Vp in G′. We have already seen that |Vi+1 ∪ · · · ∪ Vp| ≥ degGi
(u).

Thus, degG(u) ≤ degG′(u). Proof of the claim is complete. ⊓⊔

The claim yields that |E(G)| ≤ tp(n), so tp(n) ≥ tr(n)−k. By Theorem 1, we
have that ti(n) > ti−1(n), as Ti−1(n) is distinct from Ti(n), so ti(n) ≥ ti−1(n)+1
for every i ∈ [n]. Hence if r ≥ p then k ≥ tr(n)− tp(n) ≥ r− p. It concludes the
proof of (i).

It is left to prove (iii), i.e. that |E(G)△E(G′)| ≤ 3k under assumption p ≤ r.
First note that E(G) \ E(G′) =

∑
E(G[Vi]). Second, since |E(G′)| ≤ tp(n) ≤

tr(n) and |E(G)| ≥ tr(n) − k, |E(G′)| − |E(G)| ≤ k. By Claim, we have that
|E(G′)| − |E(G)| ≥

∑
|E(G[Vi])|. Finally

|E(G)△E(G′)| =|E(G′)| − |E(G)|+ 2|E(G) \ E(G′)|

=|E(G′)| − |E(G)|+ 2
∑

|E(G[Vi])| ≤ 3k.

By Claim, each vertex covered by E(G) \E(G′) is covered by E(G′) \E(G).
The total size of these edge sets is at most 3k, while |E(G′) \ E(G)| − |E(G) \
E(G′)| = |E(G′)| − |E(G)| ≤ k. Hence, the size of |E(G) \E(G′)| is at most 2k.
This concludes the proof of (iii) and of the lemma. ⊓⊔

We are ready to prove our main algorithmic result. Let us recall that we
seek a clique of size ℓ in an n-vertex graph with tr(n) − k edges, and that
τ = max{ℓ− r, 0}.

Theorem 2. Turán’s Clique with τ ∈ {0, 1} admits an O(n+m)-time com-
pression into Clique on at most 5k vertices.

Proof. Let (G, r, k, ℓ) be the input instance of Turán’s Clique. If r < 2 or
n ≤ 5k, a trivial compression is returned. Apply the algorithm of Lemma 1 to
(G, r, k, ℓ) and obtain the partition V1, V2, . . . , Vp. Observe that this takes time
O(m + k) = O(n + m) since n > 5k. By the second property of Lemma 1,
v1, v2, . . . , vp induce a clique in G, so if p ≥ ℓ we conclude that (G, r, k, ℓ) is a
yes-instance. Formally, the compression returns a trivial yes-instance of Clique
in this case.

We now have that r − k ≤ p ≤ r. Then the edit distance between G and the
complete p-partite graph G′ with parts V1, V2, . . . , Vp is at most 3k. Denote by
X the set of vertices covered by E(G)△E(G′). Denote R = E(G′) \ E(G) and
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A = E(G) \ E(G′). We know that |R| + |A| ≤ 3k, |R| ≤ 2k and |R| ≥ |A|. By
Lemma 1, R covers all vertices in X, so |X| ≤ 2|R|.

Clearly, (G, r, k, ℓ) as an instance of Turán’s Clique is equivalent to an
instance (G, ℓ) of Clique. We now apply the following two reduction rules ex-
haustively to (G, ℓ). Note that these rules are an adaption of the well-known two
reduction rules for the general case of Clique (see, e.g., [29]). Here the adapted
rules employ the partition V1, V2, . . . , Vp explicitly.

Reduction rule 1 If there is i ∈ [p] such that Vi ̸⊆ X and Vi is independent
in G, remove Vi from G and reduce ℓ by one.

Reduction rule 2 For each i ∈ [p] with |Vi\X| > 1, remove all but one vertices
in Vi \X from G.

Since the reduction rules are applied independently to parts V1, V2, . . . , Vp,
and each rule is applied to each part at most once, clearly this can be per-
formed in linear time. We now argue that these reduction rules always produce
an equivalent instance of Clique. The proof of the following claim can be found
in appendix.

Claim. Reduction rule 1 and Reduction rule 2 are safe.

It is left to upperbound the size of G after the exhaustive application of
reduction rules. In this process, some parts among V1, V2, . . . , Vp are removed
from G. W.l.o.g. assume that the remaining parts are V1, V2, . . . , Vt for some
t ≤ p. Note that parts that have no common vertex with X are eliminated by
Reduction rule 1, so t ≤ |X|. On the other hand, by Reduction rule 2, we have
|Vi \X| ≤ 1 for each i ∈ [t].

Consider i ∈ [t] with |Vi \ X| = 1. By Reduction rule 1, G[Vi] contains at
least one edge. Since Vi is independent in G′, E(G[Vi]) ⊆ A. Hence, the number
of i ∈ [t] with |Vi \X| = 1 is at most |A|. We obtain

|V (G)| =
t∑

i=1

|Vi| =
t∑

i=1

|Vi ∩X|+
t∑

i=1

|Vi \X|

≤|X|+ |A| ≤ 2|R|+ |A| ≤ |R|+ (|R|+ |A|) ≤ 5k.

We obtained an instance of Clique that is equivalent to (G, r, k, ℓ) and contains
at most 5k vertices. The proof is complete. ⊓⊔

Combining the polynomial compression of Theorem 2 with the algorithm
of Xiao and Nagamochi [29] for Independent Set running in O(1.1996n), we
obtain the following.

Corollary 1. Turán’s Clique with τ ≤ 1 is solvable in time 2.49k · (n+m).

Proof. Take a given instance of Turán’s Clique and compress it into an equiv-
alent instance (G, ℓ) of Clique with |V (G)| ≤ 5k. Clearly, (G, |V (G)| − ℓ) is an
instance of Independent Set equivalent to (G, ℓ). Use the algorithm from [29]
to solve this instance in O(1.1996|V (G)|) running time. Since 1.19965 < 2.49, the
running time of the whole algorithm is bounded by 2.49k · nO(1). ⊓⊔
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2.2 Looking for larger cliques

In this subsection we consider the situation when τ > 1. As we will see in
Theorem 4, an FPT algorithm is unlikely in this case, unless we take a stronger
parameterization. Here we show that Turán’s Clique is FPT parameterized
by τ + ξ + k. Recall that ξ = ⌊n

r ⌋. Theorem 4 argues that this particular choice
of the parameter is necessary.

First, we show that the difference between tℓ(n) and tr(n) can be bounded
in terms of τ and ξ. This will allow us to employ Theorem 2 for the new FPT
algorithm by a simple change of the parameter. A careful counting proof of the
following lemma is moved to appendix due to the space restrictions.

Lemma 2. Let n, r, ℓ be three positive integers with r < ℓ ≤ n. Let ξ = ⌊n
r ⌋ and

τ = ℓ− r. Then for τ = O(r), tℓ(n)− tr(n) = Θ(τξ2).

The following compression algorithm is a corollary of Lemma 2 and Theo-
rem 2. It provides a compression of size linear in k and τ .

Theorem 3. Turán’s Clique admits a compression into Clique on O(τξ2+
k) vertices.

Proof. Let (G, k, r, ℓ) be the given instance of Turán’s Clique. If ℓ ≤ r+1, then
the proof follows from Theorem 2. Otherwise, reduce (G, k, r, ℓ) to an equivalent
instance (G, k + tℓ(n) − tr(n), ℓ, ℓ) of Turán’s Clique just by modifying the
parameters. This is a valid instance since |E(G)| ≥ tr(n)− k ≥ tℓ(n)− (tℓ(n) +
tr(n)+k). Denote k′ = k+(tℓ(n)− tr(n)). By Lemma 2, k′ = k+O(τξ2). Apply
polynomial compression of Theorem 2 to (G, k′, ℓ, ℓ) into Clique with O(k′),
i.e. O(τξ2 + k), vertices. ⊓⊔

Pipelined with a brute-force algorithm computing a maximum independent
set in time O(2n), Theorem 3 yields the following corollary.

Corollary 2. Turán’s Clique is solvable in time 2O(τξ2+k) · (n+m).

2.3 Independent set above Turán’s bound

Another interesting application of Theorem 3 concerns computing Independent
Set in graphs of small average degree. Recall that Turán’s theorem, when applied
to the complement G of a graph G, yields a bound

α(G) ≥ n

d+ 1
.

Here α(G) is the size of the largest independent set in G (the independence
number of G), and d is the average vertex degree of G. Then in Turán’s In-
dependent Set, the task is for an n-vertex graph G and positive integer t to
decide whether there is an independent set of size at least n

d+1 + t in G.

Theorem 3 implies a compression of Turán’s Independent Set into In-
dependent Set. In other words, we give a polynomial time algorithm that for
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an instance (G, t) of Turán’s Independent Set constructs an equivalent in-
stance (G′, p) of Independent Set with at most O(td2) vertices. That is, the
graph G has an independent set of size at least n

d+1 + t if and only if G′ has an
independent set of size p.

Corollary 3. Turán’s Independent Set admits a compression into Inde-
pendent Set on O(td2) vertices.

Proof. For simplicity, let us assume that n is divisible by d+ 1. (For arguments
here this assumption does not make an essential difference.) We select r = n

d+1 ,

τ = t, and k = 0. Then d = n
r − 1 = ξ − 1. The graph G has at most nd/2

edges, hence G has at least n(n−1)
2 − nd/2 = n(n−1)

2 − n(ξ − 1)/2 ≥ tr(n) edges,

see Proposition 1. An independent set of size n
d+1 + t in graph G, corresponds

in graph G to a clique of size r + t. Since Theorem 3 provides compression into
a Clique with O(τξ2 + k) = O(τξ2) vertices, for independent set and graph G
this corresponds to a compression into an instance of Independent Set with
O(td2) vertices. ⊓⊔

By Corollary 3, we obtain the following corollary.

Corollary 4. Turán’s Independent Set is solvable in time 2O(td2) · n2.

3 Lower bounds

In this section, we investigate how the algorithms above are complemented
by hardness results. First, observe that k has to be restricted, otherwise the
Turán’s Clique problem is not any different from Clique. In fact, reducing
from Independent Set on sparse graphs, one can show that there is no 2o(k)-
time algorithm for Turán’s Clique even when τ ≤ 1. (The formal argument
is presented in Theorem 5.) This implies that the 2O(k)-time algorithm given by
Corollary 1 is essentially tight.

Also, the difference between r and ℓ has to be restricted, as it can be
easily seen that Turán’s Clique admits no no(ℓ)-time algorithm even when
k = 0, assuming ETH. This is observed simply by considering the special case
of Turán’s Clique where r = 1, there the only restriction on G is that
|E(G)| ≥ tr(n) − k = 0, meaning that the problem is as hard as Clique.
However, Theorem 4 shows that even for any fixed τ ≥ 2 and k = 0 Turán’s
Clique is NP-complete. This motivates Theorem 3, where the exponential part
of the running time has shape 2O(τξ2k). In the rest of this section, we further
motivate the running time of Theorem 3. First, in Theorem 4 we show that not
only setting τ and k to constants is not sufficient to overcome NP-hardness, but
also that the same holds for any choice of two parameters out of {τ, ξ, k}.

Theorem 4. Turán’s Clique is NP-complete. Moreover, it remains NP-complete
in each of the following cases

(i) for any fixed ξ ≥ 1 and τ = 0;
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(ii) for any fixed ξ ≥ 1 and k = 0;

(iii) for any fixed τ ≥ 2 and k = 0.

Proof. Towards proving (i) and (ii), we provide a reduction from Clique. Let
ξ ≥ 1 be a fixed constant. Let (G, ℓ) be a given instance of Clique and let
n = |V (G)|. We assume that ℓ ≥ ξ, otherwise we can solve (G, ℓ) in polynomial
time. Construct a graph G′ from G as follows. Start from G′ = G and ℓ′ = ℓ.
Then add max{ξℓ − n, 0} isolated vertices to G′. Note that (G, k) and (G′, k′)
are equivalent and |V (G′)| ≥ ξℓ′. If we have ξℓ′ ≤ |V (G′)| < (ξ + 1)ℓ′, we are
done with the construction of G′. Otherwise, repeatedly add a universal vertex
to G′, increasing ℓ′ by one, so |V (G′)| − (ξ + 1)ℓ′ decreases by ξ each time. We
repeat this until |V (G′)| becomes less than (ξ + 1)ℓ′. Since the gap between ξℓ′

and (ξ+1)ℓ′ is at least ξ at any moment, we derive that ξℓ′ ≤ |V (G′)| < (ξ+1)ℓ′.
The construction of G′ is complete. Note that(G′, ℓ′) is an instance of Clique
equivalent to (G, ℓ). We added at most max{n, ξℓ} vertices to G′, hence this is
a polynomial-time reduction.

By the above, ⌊V (G′)/ℓ′⌋ = ξ, so we can reduce (G′, ℓ′) to an equivalent

instance (G′, ℓ′,
(|V (G′)|

2

)
, ℓ′) of Turán’s Clique. Clearly, this instance have the

required fixed value of ξ and τ = 0. This proves (i). For (ii), we use the fact that
t1(n) = 0 for every n > 0 and reduce (G′, ℓ′) to (G′, 1, 0, ℓ′).

To show (iii), we need another reduction from Clique. Let τ ≥ 2 be a fixed
integer constant. Take an instance (G, ℓ) of Clique with ℓ ≥ 2τ . We denote
n = |V (G)|. To constructG′ fromG, we start from a large complete (ℓ−1)-partite
graph with equal-sized parts. The size of each part equals x, so |V (G′)| = (ℓ−1)x.
We denote N = |V (G′)| and choose the value of x later, for now we only need
that N ≥ n. Clearly, |E(G′)| = tℓ−1(N) at this point. To embed G into G′, we
select arbitrary n vertices in G′ and make them isolated. This removes at most
n(ℓ − 2)x edges from G′. Then we identify these n isolated vertices with V (G)
and add edges of G between these vertices in G′ correspondingly. This operation
does not decrease |E(G′)|. This completes the construction of G′. Since G′ is
isomorphic to a complete (ℓ−1)-partite graph united disjointly with G, we have
that (G, ℓ) and (G′, ℓ) are equivalent instances of Clique.

We now want to reduce (G′, ℓ) to an instance (G′, ℓ − τ, 0, ℓ) of Turán’s
Clique. To do so, we need |E(G′)| ≥ tℓ−τ (N). By Lemma 2, tℓ−1(N)−tℓ−τ (N) ≥
C ·(τ−1) ·

(
N

ℓ−τ

)2

for some constant C > 0. Since |E(G′)| ≥ tℓ−1(N)−n(ℓ−2)x,

we want to choose x such that

n(ℓ− 2)x ≤ C · (τ − 1) ·
(

N

ℓ− τ

)2

.

By substituting N = (ℓ− 1)x, we derive that x should satisfy

n

C
· (ℓ− 2)(ℓ− τ)

(ℓ− 1)2
· ℓ− τ

τ − 1
≤ x.
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Now simply pick as x the smallest integer that satisfies the above. Then
(G′, ℓ − τ, 0, ℓ) is an instance of Turán’s Clique that is equivalent to the
instance (G, k) of Clique and is constructed in polynomial time. ⊓⊔

Now, recall that Theorem 3 gives an FPT-algorithm forTurán’s Clique that
is single-exponential in τξ2+k. The previous theorem argues that all three of τ ,
ξ, k have to be in the exponential part of the running time. However, that result
does not say anything about what can be the best possible dependency on these
parameters. The next Theorem 5 aims to give more precise lower bounds based
on ETH, in particular it turns out that the dependency on τ and k cannot be
subexponential unless ETH fails. First, we need to show the relation between the
parameter ξ and the average degree of G. The proof of the following proposition
is moved to appendix due to the space restrictions.

Proposition 2. Let G be an n-vertex graph, r ≤ n be an integer, and denote
ξ = ⌊n

r ⌋. Let G denote the complement of G and d denote the average degree of

G. Then d ≤ ξ if |E(G)| ≥ tr(n) and |E(G)| ≥ tr(n) if d ≤ ξ − 1.

We are ready to give lower bounds for algorithms solving Turán’s Clique
in terms of the parameters τ , ξ, and k.

Theorem 5. Unless the Exponential Time Hypothesis fails, for any function f
there is no f(ξ, τ)o(k)·nf(ξ,τ), f(ξ, k)o(τ)·nf(ξ,k), or f(k, τ)o(

√
ξ)·nf(k,τ) algorithm

for Turán’s Clique.

The proof of this result is moved to appendix due to the space restrictions.
It is based on the proof of Theorem 4, but is much more careful to details and
contains some new ideas. Moreover, the proof of the first point of the theorem
lets us observe that our 2.49k · (n + m)-time algorithm for Turán’s Clique
with τ ≤ 1 is essentially tight.

Corollary 5. Assuming ETH, there is no 2o(k) · nO(1) algorithm for Turán’s
Clique with ℓ ≤ r + 1.

4 Conclusion

We conclude by summarizing natural questions left open by our work. Theorem 5
rules out (unless ETH fails) algorithms with running times subexponential in τ
and k. However, when it comes to ξ, the dependency in the upper bound of
Corollary 2 is 2O(τξ2+k) · nO(1), while Theorem 5 only rules out the running
time of f(k, τ)o(

√
ξ) · nf(k,τ) under ETH. Thus, whether the correct dependence

in ξ is single-exponential or subexponential, is left open. Similarly, the question
whether Turán’s Clique admits a compression into Clique whose size is linear
in ξ, τ , and k, is open. A weaker variant of this question (for the case k = 0) for
Turán’s Independent Set, whether it admits a compression or kernel linear
in d and in t, is also open.
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Appendix A Proof of Lemma 2

Proof. Throughout the proof, we assume ξ = n
r since this does not influence the

desired Θ estimation. Let sr be the remainder in the division of n by r and sℓ
be the remainder in the division of n by ℓ. By Proposition 1,

tℓ(n)− tr(n) =
τn2

2rℓ
+

(sr
2

·
(
1− sr

r

)
− sℓ

2
·
(
1− sℓ

ℓ

))
. (1)

The first summand in (1) is Θ(ξ2τ). Indeed, since τ = O(r) we have

τn2

2rℓ
=

τ

2
· n
r
· n

r + τ
=

ξ2τ

2
· r

r + τ
= Θ(ξ2τ). (2)
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For the second summand,

sr
2

·
(
1− sr

r

)
− sℓ

2
·
(
1− sℓ

ℓ

)
=

ℓsr(r − sr)− rsℓ(ℓ− sℓ)

2rℓ
=

(rs2ℓ − ℓs2r) + rℓ(sr − sℓ)

2rℓ

=
(rs2ℓ − rs2r − τs2r) + rℓ(sr − sℓ)

2rℓ
(3)

=
r(sℓ − sr)(sℓ + sr) + rℓ(sr − sℓ)

2rℓ
− τs2r

2rℓ

=
(sr − sℓ)(ℓ− (sℓ + sr))

2ℓ
− τs2r

2rℓ
. (4)

Since n = ⌊n
ℓ ⌋ · ℓ+ sℓ, we have that

sr ≡
⌊n
ℓ

⌋
· ℓ+ sℓ (mod r),

and
sr ≡

⌊n
ℓ

⌋
· (r + τ) + sℓ (mod r).

Hence,

sr − sℓ ≡
⌊n
ℓ

⌋
· τ (mod r).

By definition sr < r, thus we get from the above that sr − sℓ ≤ ⌊n
ℓ ⌋ · τ ≤ ξτ.

Analogously,

sℓ − sr ≡
⌊n
r

⌋
· (−τ) (mod ℓ)

Since sℓ − sr > −r > −ℓ, we have that sℓ − sr ≥ ⌊n
r ⌋ · (−τ) ≥ −ξτ. Therefore

|sℓ − sr| ≤ ξτ . It is easy to see that |ℓ− (sℓ + sr)| ≤ ℓ+ (sℓ + sr) ≤ 3ℓ. Finally,
τs2r
2rℓ is non-negative and is upper bounded by τr2

2rℓ ≤ τ
2 . Thus, the absolute value

of (4), is at most
ξτ · 3ℓ
2ℓ

+
τ

2
= O(ξτ).

By putting together (2) and (4), we conclude that tℓ(n)− tr(n) = Θ(ξ2τ) +
O(ξτ) = Θ(ξ2τ). ⊓⊔

Appendix B Proof of Claim in Theorem 2

Proof. For Reduction rule 1, note that there is a vertex v ∈ Vi \ X such that
NG(v) = NG(Vi) = V (G)\Vi. Since Vi is independent, for any vertex set C that
induces a clique in G, we have |C ∩ Vi| ≤ 1. On the other hand, if C ∩ Vi = ∅,
C ∪ {v} also induces a clique in G as C ⊆ NG(v). Hence, any maximal clique in
G contains exactly one vertex from Vi, so Reduction rule 1 is safe.

To see that Reduction rule 2 is safe, observe that NG(u) = NG(v) for any
two vertices u, v ∈ Vi \X. Then no clique contains both u and v, and if C ∋ v
induces a clique in G, C \ {v} ∪ {u} also induces a clique in G of the same size.
Hence, v can be safely removed from G so Reduction rule 2 is safe. ⊓⊔
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Appendix C Proof of Proposition 2

Proof. Let s < r be the remainder in the division of n by r. Then(
n

2

)
− tr(n) =

n2

2
− n

2
−
(
1− 1

r

)
· n

2

2
+

s

2
·
(
1− s

r

)
=

n

2
· n
r
− n

2
+

s

2
·
(
1− s

r

)
=

n

2
· ξ + n

2
· s
r
− n

2
+

s

2
− s

2
· s
r
=

n

2
· ξ − n− s

2
·
(
1− s

r

)
=

=
n

2
· ξ − (n− s)(r − s)

2r
=

n

2
· ξ − r − s

2
· ξ.

Since |E(G)| =
(
n
2

)
− |E(G)|, one direction is proved: assuming |E(G)| ≥ tr(n),

|E(G)| ≤
(
n
2

)
− tr(n) ≤ ξn

2 .

For the other direction, assume that d ≤ ξ − 1, i.e. |E(G)| ≤ n
2 · (ξ − 1). As(

n
2

)
− tr(n) ≥ n

2 · ξ − n
2 , we have

(
n
2

)
− tr(n) ≥ |E(G)|. Then |E(G)| ≥ tr(n)

follows and the proof is complete. ⊓⊔

Appendix D Proof of Theorem 5

Proof. It is well-known that under ETH Independent Set cannot be solved
in 2o(n) time on instances with linear number of edges [6]. This is a basis of our
proof: we provide several reductions from Independent Set with linear number
of edges. Note that these reductions mostly repeat the reductions given in the
proof of Theorem 4 but are different in terms of requirements for τ, ξ and k. In
fact, we give three polynomial-time algorithms that reduce an instance (G, q)
of Independent Set, where n = |V (G)| and |E(G)| = O(n), to an equivalent
instance of Turán’s Clique such that

– τ, ξ are constant but k = O(n);
– ξ, k are constant but τ = O(q);
– τ, k are constant but ξ = O(nq).

Clearly, once we show these three reductions, the proof of the theorem is
complete.

For an instance of Independent Set (G, q) we denote n = |V (G)| and
m = |E(G)|. We always assume that the number of edges in G is linear, so
m = O(n) and the average degree of G is not greater than some fixed constant
D. We also assume that n ≥ 2(D + 1) and q > 2.

The first reduction takes (G, q) and trivially reduces it to an instance (G,n,m, q)
of Turán’s Clique. Note that |E(G)| =

(
n
2

)
−m = tn(n)−m, so this is a valid

instance of the problem. For this instance, ξ = 1 and τ = 0 but k = m = O(n).
The second algorithm reduces (G, q) to an equivalent instance (G, r, 0, q),

where r = ⌊ n
D+1⌋. As ⌊n/r⌋ − 1 upper bounds the average degree of G, by

Proposition 2 we have that |E(G)| ≥ tr(n), so (G, r, 0, q) is a valid instance.
This instance has k = 0 and

ξ = ⌊n/r⌋ < n ·
(

n

D + 1
− 1

)−1

= (D + 1) · n

n− (D + 1)
≤ 2(D + 1),
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but τ ≤ q = O(q).
To show the last reduction, we reduce from the instance (G, ℓ) of Clique

instead of (G, q) of Independent Set, since constraints on the number of edges
in G are not necessary for it. Formally it means that we reduce from (G, q) of
Independent Set to (G, q) of Clique, and then apply reductions as required.
Slightly abusing the notion we denote (G, q) by (G, ℓ).

We adjust the last reduction from Clique from the proof of Theorem 4. Re-
call that in this reduction we reduce an instance (G, ℓ) of Clique to an equivalent
instance (G′, ℓ) of Clique with |V (G′)| = (ℓ − 1)x for some chosen integer x.
For (G′, ℓ − τ, 0, ℓ) to be a valid equivalent instance of Turán’s Clique, it is
enough that x satisfies

x ≥ n

C
· ℓ− τ

ℓ− 1
· ℓ− τ

τ − 1
,

where the fixed constant C > 0 comes from Lemma 2.
To show the third reduction, we pick τ := 2. Then we choose x := ⌈nℓ/C⌉,

so (G′, ℓ − τ, 0, ℓ) is a valid instance of Turán’s Clique equivalent to (G, ℓ).
This instance has k = 0 and τ = 2, but ξ ≤ |V (G′)|/ℓ < x = O(nℓ). ⊓⊔
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