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#### Abstract

The hypervolume indicator (HYP) is a popular measure for the quality of a set of $n$ solutions in $\mathbb{R}^{d}$. We discuss its asymptotic worst-case runtimes and several lower bounds depending on different complexity-theoretic assumptions. Assuming that $\mathrm{P} \neq \mathrm{NP}$, there is no algorithm with runtime $\operatorname{poly}(n, d)$. Assuming the exponential time hypothesis, there is no algorithm with runtime $n^{o(d)}$. In contrast to these worst-case lower bounds, we study the averagecase complexity of HYP for points distributed i.i.d. at random on a $d$-dimensional simplex. We present a general framework which translates any algorithm for HYP with worst-case runtime $n^{f(d)}$ to an algorithm with worst-case runtime $n^{f(d)+1}$ and fixed-parametertractable (FPT) average-case runtime. This can be used to show that HYP can be solved in expected time $\mathcal{O}\left(d^{d^{2} / 2} n+d n^{2}\right)$, which implies that HYP is FPT on average while it is W[1]-hard in the worst-case. For constant dimension $d$ this gives an algorithm for HYP with runtime $\mathcal{O}\left(n^{2}\right)$ on average.

This is the first result proving that HYP is asymptotically easier in the average case. It gives a theoretical explanation why most HYP algorithms perform much better on average than their theoretical worst-case runtime predicts.
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## 1. INTRODUCTION

Many real-world optimization problems consider multi-objective fitness functions, where several objectives are to be maximized (or minimized) at the same time [17]. The aim is to find a set of good trade-off solutions constituting the Pareto front. The quality of such a set of solutions is measured by an indicator function that maps a set of solutions to a real value. The currently most

[^0]popular indicator is the hypervolume (HYP), which measures the volume of the union of the regions in the objective space that are dominated by the set of solutions. All hypervolume-based algorithms like the multi-objective covariance matrix adaptation evolution strategy (MO-CMA-ES) [23], the SMS-EMOA [5], and the hypervolume-based variant of the indicator-based evolutionary algorithm (IBEA) [42] aim at maximizing the hypervolume. This aim is known to help reaching a good approximation of the Pareto front. More precisely, it is known that the worst-case approximation factor obtained by any hypervolume-maximal set of fixed size $\mu$ is asymptotically equivalent to the best worst-case approximation factor achievable by any set of size $\mu$ [14]. Moreover, the hypervolume is the only known indicator that, given two sets $A$ and $B$, values $A$ higher than $B$ if $A$ dominates $B$ [43].

It is known that the problem of computing the hypervolume is \#P-hard [11], which implies that the hypervolume cannot be computed exactly in time polynomial in the number of objectives $d$ unless $\mathrm{P}=\mathrm{NP}$. Calculating an approximation is much easier: A simple Monte-Carlo algorithm yields an FPRAS (fully polynomial-time randomized approximation scheme) which gives an $\varepsilon$-approximation of the hypervolume of $n$ points in time $\mathcal{O}\left(d n / \varepsilon^{2}\right)$ [11]. There are also several approximation algorithms for determining the least hypervolume contributor [1, 13, 25]. In contrast to this, we want to study the complexity of exact hypervolume computation in more detail.

Worst-case upper bounds. There are many algorithms for computing HYP with proven upper bounds on their worst-case runtime. The oldest ones stem from Klee's Measure Problem (KMP). This classical question of computational geometry asks for the measure of the union of $n$ axis-parallel boxes in the $d$-dimensional space $\mathbb{R}^{d}$ [26]. HYP is a special case of KMP where all boxes share a common corner. Around 1980 it was shown that KMP can be solved in time $\mathcal{O}\left(n^{d-1}\right)$ [36], which was ten years later improved by Overmars and Yap [33] to $\mathcal{O}\left(n^{d / 2} \log n\right)$. It was claimed in [4] that the algorithm of Overmars and Yap can be improved to $\mathcal{O}\left(n \log n+n^{d / 2}\right)$ for HYP, but this was later withdrawn in [3]. The only asymptotic improvement of Overmars and Yap's algorithm is the algorithm of Chan [15], with runtime $n^{d / 2} 2^{\mathcal{O}\left(\log ^{*} n\right)}$, where $\log ^{*}$ denotes the iterated logarithm. While determining a solution with minimal hypervolume contribution seems to need $\Theta(n)$ hypervolume computations, this is can be done in time $\mathcal{O}\left(n^{d / 2} \log n\right)$ [12].

It was recently shown that any algorithm for KMP on (unit) cubes yields an algorithm for HYP with the same asymptotic runtime [10]. This implies that the algorithm of Bringmann [9] for KMP on cubes also gives an algorithm with runtime $\mathcal{O}\left(n^{(d+2) / 3}\right)$ for HYP. Another recent improvement for HYP is the algorithm of Yildiz and Suri [40] with runtime $\mathcal{O}\left(n^{(d-1) / 2} \log n\right)$. There are
also several algorithms for specific dimensions. However, compared to the two last mentioned algorithms of Bringmann [9] and Yıldiz and Suri [40], only the algorithm of Fonseca et al. [20] gives an improvement for $d=3$ with a runtime of $\mathcal{O}(n \log n)$. Overall, the currently best known asymptotic runtimes for HYP are summarized in the following Table 1.

| Dimension | Runtime | Reference |
| :---: | :---: | :---: |
| $d=1$ | $\Theta(n \log n)$ | $[26]$ |
| $d=2$ | $\Theta(n \log n)$ | $[2,33]$ |
| $d=3$ | $\Theta(n \log n)$ | $[20]$ |
| $d=4$ | $\mathcal{O}\left(n^{1.5} \log n\right)$ | $[40]$ |
| $d=5$ | $\mathcal{O}\left(n^{2} \log n\right)$ | $[40]$ |
| $d=6$ | $\mathcal{O}\left(n^{2.5} \log n\right)$ | $[40]$ |
| $d \geqslant 7$ | $\mathcal{O}\left(n^{(d+2) / 3}\right)$ | $[9]$ |

Table 1: Best known asymptotic worst-case runtimes for calculating the hypervolume indicator (HYP) depending on the number of points $n$ and the number of dimensions $d$.

Computational hardness. The only known unconditional lower bound for the computational complexity of HYP for any $d$ is $\Omega(n \log n)$ [6]. It is also known that HYP is \#P-hard [11], which implies that it cannot be solved exactly in time $\mathcal{O}(\operatorname{poly}(n, d))$ unless $\mathrm{P}=\mathrm{NP}$. This does not rule out that there could be an algorithm with runtime say $\mathcal{O}\left(d^{d} n\right)$. For studying the dependence between $n$ and $d$, we use parameterized complexity theory [19, 32], which is a generalization of classical one-dimensional complexity theory. This has been shown beneficial for the analysis of evolutionary algorithms in [28,35]. We use the dimension $d$ as a parameter. Then a problem is called fixed-parameter-tractable (FPT) if there is an algorithm with runtime $\mathcal{O}(f(d)$ poly $(n))$ for an arbitrary function $f$. The parameterized analog of NP is the class W[1]. The textbook example for a $\mathrm{W}[1]$-complete problem is the clique problem, which asks for the existence of a clique of size $d$ in an $n$-vertex graph.

It is known that KMP is W[1]-hard [15] by a reduction from the clique problem to KMP. As there is a parameterized reduction from KMP to HYP [10], also HYP is W[1]-hard. This implies that there is no algorithm for HYP with runtime $f(d)$ poly $(n)$ for any function $f$ unless FPT $=\mathrm{W}[1]$. In order to obtain better lower bounds, we need stronger complexity assumptions. The exponential time hypothesis (ETH) [24, 29] states that 3-SAT cannot be solved in subexponential time in the worst case, which implies $\mathrm{P} \neq \mathrm{NP}$. ETH is generally believed and commonly used to prove stronger lower bounds. Assuming ETH, there is no $f(d) n^{o(d)}$ time algorithm for the clique problem [16]. Therefore, under the same assumption there is no algorithm for HYP with runtime $n^{o(d)}$.

For even more precise lower bounds, we have to look more closely at the reductions of Chan [15] and Bringmann [10]. Chan [15] showed that if KMP can be solved in time $T(n, d)$, then we can decide the clique problem in time $\mathcal{O}\left(T\left(\mathcal{O}\left(n^{2}\right), d\right)\right)$. Bringmann [10] showed that if HYP can be solved in $T(n, d)$, then KMP can be solved in time $\mathcal{O}(T(n, 2 d))$. The best time bound for the clique problem is $\mathcal{O}\left(n^{\omega\lceil d / 3\rceil+(d \bmod 3)}\right)$ [31] using fast matrix multiplication, where $\omega<2.3727$ [39]. For large $d$ this gives a runtime of $\mathcal{O}\left(n^{0.7909 d}\right)$ for clique. Above reduction implies that an algorithm with runtime $\mathcal{O}\left(n^{0.19 d}\right)$ for HYP would also improve upon the very classical clique problem. On the other hand, without algebraic techniques like Strassen or Williams [39], the best time bound for a purely combinatorial algorithm for the clique problem
is $\mathcal{O}\left(n^{d}\right)$ (ignoring logarithmic factors). Hence, without algebraic techniques, solving HYP in time $o\left(n^{\lfloor d / 2\rfloor / 2}\right)$ would also imply a significant complexity-theoretic breakthrough and is therefore unlikely. The following Table 2 gives a summary of the discussed lower bounds.

| Lower Bound | Assumption |
| :---: | :--- |
| $\Omega(n \log n)$ | none |
| $\omega(\operatorname{poly}(n, d))$ | $\mathrm{P} \neq \mathrm{NP}$ |
| $\omega(f(d)$ poly $(n)) \forall f$ | $\mathrm{FPT} \neq \mathrm{W}[1]$ |
| $n^{\Omega(d)}$ | exponential time hypothesis (ETH) |
| $\Omega\left(n^{0.19 d}\right)$ | no improvement on clique problem |
| $\Omega\left(n^{0.24 d}\right)$ | no combinatorial improvement |
|  |  |

Table 2: Lower bounds for the runtime of calculating the hypervolume indicator (HYP) depending on the number of points $n$ and the number of dimensions $d$, ordered by the strength of the necessary complexitytheoretic assumption.

Heuristics. Additionally to the aforementioned algorithms with theoretically best known worst-case runtimes, there are various heuristic improvements with and without worst-case guarantees. A popular algorithm is Hypervolume by slicing objectives (HSO) which was suggested independently by Zitzler [41] and Knowles [27]. Its worst-case complexity is $\mathcal{O}\left(n^{d-1}\right)$. Another experimentally very competitive algorithm is the WFG algorithm of While et al. [37] with worst-case complexity of $\mathcal{O}\left(2^{n}\right)$. While the algorithm of Overmars and Yap [33] has a much better worst-case complexity, it performs slower in experiments than many heuristics [37], especially on random inputs. We want to explain this difference by studying the average-case complexity of HYP.

New Results: Average-case. Most experimental comparisons of hypervolume algorithms use (at least as part of their dataset) randomly-generated fronts (e.g. [7, 8, 13, 20, 37, 38]). As these empirical observations do not always match with the theoretical worst-case behavior, we want to study rigorously the average-case complexity of the hypervolume indicator. As the average-case behavior depends on the probability distribution of the given point set, we first have to model the random input.

Assumption 1. Our average-case model assumes that all $n$ points are chosen independently and uniformly (i.i.d.) at random on a d-dimensional simplex $\Delta_{d}$.

This assumption is commonly used in experimental comparisons of HYP algorithms (see references above). Moreover, it is also motivated by experimental comparisons of multi-objective evolutionary algorithms (MOEAs) based on the hypervolume like the multiobjective covariance matrix adaptation evolution strategy (MO-CMA-ES) [23], the SMS-EMOA [5], and variants of the indicatorbased evolutionary algorithm (IBEA) [42]. The reason why studying the computational complexity of computing the hypervolume of points on the $d$-dimensional simplex is interesting not only for HYP as an indicator, but also for HYP-based MOEAs, is that the commonly used benchmark function DTLZ1 [18] constitutes of many layers of $d$-dimensional simplices.

Recall from Table 2 that HYP is W[1]-hard, which implies that there is no algorithm with FPT runtime in the worst case (unless FPT $=\mathrm{W}[1]$ ). Even stronger, assuming the exponential time hypothesis, there is no algorithm with runtime $n^{o(d)}$ in the worst case.

In stark contrast to this, we show that HYP is FPT on average. Given any algorithm with a (reasonable) worst-case runtime, we can translate it to an algorithm with similar worst-case runtime and FPT average-case runtime with the following theorem.

Theorem 1. Let $A$ be an algorithm which computes HYP in worst-case time $\mathcal{O}\left(n^{f(d)}\right)$ for an arbitrary function $f$. Then we can construct an algorithm $B$ which computes HYP in worst-case time $\mathcal{O}\left(n^{f(d)+1}\right)$ and average-case time $\left.\mathcal{O}\left(g(d) n+d n^{2}\right)\right)$ with

$$
g(d):=\lceil f(d)\rceil^{2 f(d)+1} d^{(d-1) f(d)+1} .
$$

The rest of the papers presents the proof of this theorem. Using Theorem 1, we can now choose any algorithm from Table 1 and get an algorithm with FPT average-case runtime. Plugging in the algorithm of Yıldız and Suri [40] with $f(d)=(d-1) / 2$ yields the following simple corollary that shows that on average HYP can be computed exactly in FPT runtime.

THEOREM 2. HYP can be solved on average in time $\mathcal{O}\left(d^{d^{2} / 2} n+d n^{2}\right)$ for $d \geqslant 3$.

Note that for any constant dimension $d$, Theorem 2 gives an algorithm with average-case runtime $\mathcal{O}\left(n^{2}\right)$ for HYP. Theorem 2 also shows that while HYP is W[1]-hard in the worst case, its computational complexity drops to FPT in the average case. This is the first result proving that HYP is asymptotically easier in the average case. It gives a theoretical explanation why many HYP algorithms (especially WFG [37]) perform much better on average than their theoretical worst-case runtime predicts.

We want to point out that the study of parameterized averagecase complexity has been initiated by Müller [30]. What comes closest to our result is that the worst-case W[1]-hard problem clique has proven to be FPT on average for Erdős-Rényi random graphs [21] and inhomogeneous random graphs [22].

## 2. PRELIMINARIES

For a point $x \in \mathbb{R}^{d}$ we write $x_{i}$ for its $i$-th component. For $x, y \in \mathbb{R}^{d}$ we say that $x$ is dominated by $y$, or $x \preceq y$, if $x_{i} \leqslant y_{i}$ for all dimensions $i$. We write $x<y$ if $x_{i}<y_{i}$ for all $i$.

For a finite point set $P \subset \mathbb{R}^{d}$ and a reference point $r \in \mathbb{R}^{d}$ the hypervolume $\operatorname{HYP}(P)$ is defined as

$$
\operatorname{HYP}(P)=\operatorname{voL}\left(\left\{y \in \mathbb{R}^{d} \mid \exists x \in P: r \preceq y \preceq x\right\}\right),
$$

where vol is the usual Lebesgue measure. In this paper we set $r=(0, \ldots, 0)$ for convenience (as translations do not change the hypervolume) and assume that $P \subset \mathbb{R}_{\geqslant 0}^{d}$. Moreover, we define the contribution of a point $x \in \mathbb{R}_{\geqslant 0}^{d}$ to a point set $P \subset \mathbb{R}_{\geqslant 0}^{d}$ (with $x \notin P$ ) as

$$
\operatorname{CON}_{P}(x):=\operatorname{HYP}(P \cup\{x\})-\operatorname{HYP}(P) .
$$

For $x \in \mathbb{R}_{\geqslant 0}^{d}$ we define the spanned box $B_{x}$ as

$$
B_{x}:=\left[0, x_{1}\right] \times \ldots \times\left[0, x_{d}\right] .
$$

Note that $x$ and $B_{x}$ are equivalent objects, and many of the above notions can easily be expressed in terms of $B_{x}$ : We have $x \preceq y$ iff $B_{x} \subseteq B_{y}$, and we have $\operatorname{HYP}(P)=\operatorname{voL}\left(\bigcup_{x \in P} B_{x}\right)$. Furthermore, for $x, y \in \mathbb{R}_{\geqslant 0}^{d}$ we define $x \cap y$ as the point in $\mathbb{R}_{\geqslant 0}^{d}$ with $i$-th coordinate

$$
(x \cap y)_{i}=\min \left\{x_{i}, y_{i}\right\} .
$$

Then $B_{x \cap y}=B_{x} \cap B_{y}$, which explains the notation " $x \cap y$ ".

In this paper we consider hypervolume computation in the average case, when the point set $P$ consists of $n$ uniformly random points from the standard simplex

$$
\Delta=\Delta_{d}:=\left\{\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}_{\geqslant 0}^{d} \mid \sum_{i} x_{i}=1\right\} .
$$

## 3. THE ALGORITHM

In this section we describe algorithm $B$ which is constructed in Theorem 1. The general layout of algorithm B is as follows. Given a point set $P$, for each point $x \in P$ we compute its contribution $\operatorname{CON}_{P \backslash\{x\}}(x)$ and then delete $x$ from $P$. Summing up all these contributions, we get the overall hypervolume of $P$. More precisely, if $P=\left\{x^{(1)}, \ldots, x^{(n)}\right\}$, and letting $P_{i}:=$ $\left\{x^{(i+1)}, \ldots, x^{(n)}\right\}$, we sum up $\operatorname{CON}_{P_{i}}\left(x^{(i)}\right)$ for $i=1, \ldots, n$.

```
Pseudocode 1: Overview of Algorithm B
    Input: \(P=\left\{x^{(1)}, \ldots, x^{(n)}\right\}\)
    Let \(P_{i}:=\left\{x^{(i+1)}, \ldots, x^{(n)}\right\}\)
    \(H \leftarrow 0\)
    for \(i \leftarrow 1\) to \(n\) do
        \(H \leftarrow H+\operatorname{CON}_{P_{i}}\left(x^{(i)}\right)\).
    Return \(H\)
```

It remains to give an algorithm that, given a point set $P$ and a point $x \notin P$, computes the contribution $\operatorname{CON}_{P}(x)$. For this part of algorithm $B$ a running example is depicted in Figure 1. Observe that the domain contributed by $x$ to $P$ is contained in the box $B_{x}=$ $\left[0, x_{1}\right] \times \ldots \times\left[0, x_{d}\right]$. Recall that $x \cap y$ is defined as the point with $i$-th coordinate $\min \left\{x_{i}, y_{i}\right\}$. We do not change the contribution $\operatorname{CON}_{P}(x)$ by replacing any point $y \in P$ by $y \cap x$, since inside $B_{x}$ the points $y$ and $y \cap x$ dominate the same set of points. In other words, considering the point set

$$
P \cap x:=\{y \cap x \mid y \in P\},
$$

we have

$$
\operatorname{CON}_{P}(x)=\operatorname{CON}_{P \cap x}(x),
$$

see Figure 1b.
We note that the set $P \cap x$ can, in general, contain dominated points, even if $P$ does not. In fact, we will show that the expected number of non-dominated points in $P \cap x$ is bounded by $d^{\mathcal{O}(d)}$ for random points on the simplex, which can be much smaller than $n$.

Without loss of generality we can assume that $x$ is not dominated by any point in $P$; this is certainly true for points on the simplex and otherwise we can first delete all dominated points. Consider the points that are larger than $x$ in all but one dimension,

$$
Q_{i}=Q_{i}(x, P):=\left\{y \in P \mid y_{j} \geqslant x_{j} \text { for all } j \neq i\right\}
$$

and define

$$
z_{i}=z_{i}(x, P):=\max \left\{y_{i} \mid y \in Q_{i}\right\},
$$

or $z_{i}=0$, if this set is empty. This defines a bounding box $B(z, x)=\left[z_{1}, x_{1}\right] \times \ldots \times\left[z_{d}, x_{d}\right]$, which contains the domain that is contributed by $x$ to $P$ (since every point in the space $B_{x} \backslash B(z, x)$ is dominated by one of the points defining $z$ ). In particular, any point $y \in P$ with $y_{i}<z_{i}$ for some $i$ is dominated in $P \cap x$, as $y \cap x$ is contained in $B_{x} \backslash B(z, x)$. This allows to simplify the problem as follows. First, we can translate every point by $-z$, so that $z$ is translated to $(0, \ldots, 0)$, while the contribution of $x$ (translated to $x-z$ ) is still contained in $\mathbb{R}_{\geqslant 0}^{d}$. After that, we can delete

(a) Algorithm B computes the contribution of a point $x$ (shaded box) to the remaining point set $P$ (white boxes).

(b) This figure shows $x$ (shaded box) and $P \cap x$ (white boxes). Note that the contribution of $x$ to $P \cap x$ is the same as its contribution to $P$. Also note that $P \cap x$ has dominated points, while $P$ did not.

(c) This shows the constructed subproblem $I_{x, P}$ (white boxes) and point $x$ (shaded box). Only two boxes remain that influence the contribution of $x$.

Figure 1: For computing a contribution $\operatorname{CON}_{P}(x)$, algorithm B first simplifies the instance in two steps as shown in this figure.
every point that now has a negative or zero coordinate, as such a point does not influence the hypervolume in $\mathbb{R}_{\geqslant 0}^{d}$. This yields the instance

$$
I=I_{x, P}:=\{(y \cap x)-z \mid y \in P, y>z(x, P)\}
$$

where " $>$ " means greater in all coordinates, see Figure 1c. By the above arguments, we have $\mathrm{CON}_{I}(x-z)=\mathrm{CON}_{P}(x)$. Note that $x-z$ dominates any point in $I$, so that we have

$$
\begin{aligned}
\operatorname{CON}_{I}(x-z) & =\operatorname{HYP}(I \cup\{x-z\})-\operatorname{HYP}(I) \\
& =\operatorname{HYP}(\{x-z\})-\operatorname{HYP}(I) .
\end{aligned}
$$

Since $\operatorname{HYP}(\{x-z\})=\prod_{i=1}^{d}\left(x_{i}-z_{i}\right)$ is trivial, we only have to solve the subinstance $\operatorname{HYP}\left(I_{x, P}\right)$, which we do using any algorithm A with worst-case runtime $\mathcal{O}\left(n^{f(d)}\right)$. The overall algorithm for computing a contribution is shown in Pseudocode 2.

```
Pseudocode 2: Computing a contribution \(\operatorname{CON}_{P}(x)\)
    Input: \(x \in \mathbb{R}_{\geqslant 0}^{d}, P \subset \mathbb{R}_{\geqslant 0}^{d}\)
    Compute the lower coordinates of the bounding box:
    \(z_{i}=\max \left\{y_{i} \mid y \in P, y_{j} \geqslant x_{j}\right.\) for all \(\left.j \neq i\right\}\) (or 0 , if this set
    is empty).
3 Compute the subinstance
    \(I_{x, P}=\{(y \cap x)-z \mid y \in P, y>z\}\)
    Compute \(\operatorname{HYP}\left(I_{x, P}\right)\) using algorithm A
    \(\operatorname{HYP}(\{x-z\})=\prod_{i=1}^{d}\left(x_{i}-z_{i}\right)\)
    6 Return \(\operatorname{HYP}(\{x-z\})-\operatorname{HYP}\left(I_{x, P}\right)\).
```

We remark that there are two differences between algorithm B and the WFG algorithm: First, the latter directly computes the nondominated points in $P \cap x$, while algorithm B computes an approximation of this using the bounding box $B(z, x)$. Second, WFG solves each subproblem recursively, while algorithm B resorts to a worst-case algorithm A for the subproblems.

## 4. RUNTIME ANALYSIS

First note that the worst-case runtime of algorithm B is at most $\mathcal{O}\left(n^{f(d)+1}\right)$, since it uses $n$ calls to algorithm A that has worst-case runtime $\mathcal{O}\left(n^{f(d)}\right)$.

For the average-case runtime, observe that one can check in time $\Theta(d)$ whether a point $y \in P$ belongs to any of the sets $Q_{i}$, and even to which one. Thus, the point $z$ can be computed by a linear scan over all points in $P$, and the set $I_{x, P}$ can be computed by a second linear scan. Over all $i=1, \ldots, n$, this sums up to a runtime of $\Theta\left(d n^{2}\right)$, explaining the second term of Theorem 1. The remaining runtime stems from algorithm A computing the $n$ subinstances $I_{i}:=I_{x^{(i)}, P_{i}}$. Recall that the runtime of algorithm A is $\mathcal{O}\left(n^{f(d)}\right)$. Then clearly the runtime of the overall algorithm is

$$
\begin{equation*}
\mathcal{O}\left(d n^{2}+\sum_{i=1}^{n}\left|I_{i}\right|^{f(d)}\right) \tag{1}
\end{equation*}
$$

Hence, we can bound the expected runtime of algorithm B by investigating $\operatorname{Ex}\left[\left|I_{x, P}\right|^{f(d)}\right]$ for random points on a simplex, which we do in the following lemma.

LEMMA 3. Let $k \in \mathbb{R}_{\geqslant 0}$, let $x, x^{(1)}, \ldots, x^{(n)}$ be uniformly i.i.d. points on the simplex $\Delta_{d}$, and set $P:=\left\{x^{(1)}, \ldots, x^{(n)}\right\}$. Then we have

$$
\operatorname{Ex}\left[\left|I_{x, P}\right|^{k}\right] \leqslant 2\lceil k\rceil^{2 k+1} d^{k(d-1)+1}
$$

Plugging this into equation (1) immediately yields Theorem 1. Note that for $f(d)=\mathcal{O}(d)$ the bound in the above lemma can be simplified to $d^{\mathcal{O}\left(d^{2}\right)}$. In the next section we prove Lemma 3.

## 5. PROOF OF LEMMA 3

In this section, let $x, x^{(1)}, \ldots, x^{(n)}$ be uniformly i.i.d. points on the simplex $\Delta=\Delta_{d}$ and set $P=\left\{x^{(1)}, \ldots, x^{(n)}\right\}$.

We split the proof of Lemma 3 as follows. First, we reduce the case of real numbers $k$ to the case of integral $k$. After that, in Section 5.2 we prove Lemma 3 for $k$ being an integer.

### 5.1 Real Exponents

Let $k \in \mathbb{R}_{\geqslant 0}$ and $K:=\lceil k\rceil$. Assume that we know that Lemma 3 holds for $K$, i.e.,

$$
\begin{equation*}
\operatorname{Ex}\left[\left|I_{x, P}\right|^{K}\right] \leqslant 2 K^{2 K+1} d^{K(d-1)+1} \tag{2}
\end{equation*}
$$

By Jensen's inequality we know that for a positive random variable $X$ and $0 \leqslant \alpha \leqslant 1$ we have

$$
\operatorname{Ex}\left[X^{\alpha}\right] \leqslant \operatorname{Ex}[X]^{\alpha} .
$$

Using this with $X=\left|I_{x, P}\right|^{K}$ and $\alpha=k / K$ yields

$$
\begin{aligned}
\operatorname{Ex}\left[\left|I_{x, P}\right|^{k}\right] & \leqslant \operatorname{Ex}\left[\left|I_{x, P}\right|^{K}\right]^{k / K} \\
& \stackrel{(2)}{\leqslant}\left(2 K^{2 K+1} d^{K(d-1)+1}\right)^{k / K} \\
& \leqslant 2 K^{2 k+1} d^{k(d-1)+1},
\end{aligned}
$$

which proves Lemma 3 for $k$, as $K=\lceil k\rceil$. Hence, we reduced the proof of Lemma 3 to the case of $k \in \mathbb{N}$.

### 5.2 Integral Exponents

In the remainder of this section we can assume that $k \in \mathbb{N}$. Algorithm B first computes the lower end point $z=z(x, P)$ of the bounding box containing $x$ 's contribution. Note that instead of sampling $x, x^{(1)}, \ldots, x^{(n)}$ in this order, we can generate $(x, P)$ by first sampling $x$ uniformly from the simplex, then sampling $z$ with the right distribution conditioned on $x$, and then sample the remaining points $x^{(1)}, \ldots, x^{(n)}$ conditioned on $x$ and $z$. In order to analyze $\left|I_{x, P}\right|$ in this way, we first have to understand the distribution of $z$ conditioned on $x$, and then the distribution of $\left|I_{x, P}\right|$ conditioned on $x$ and $z$. Together, this yields an expression for $\left|I_{x, P}\right|$ that we can further analyze.

We first proof three lemmas that lay the foundations for the above approach.

Lemma 4. Let $x^{\prime} \in \Delta$. Conditioned on $x=x^{\prime}$, we have for any $z^{\prime} \in B_{x}$

$$
\operatorname{Pr}\left[z \preceq z^{\prime} \mid x=x^{\prime}\right]=\left(1-\sum_{i=1}^{d}\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}\right)^{n} .
$$

Proof. Consider for $1 \leqslant i \leqslant d$ the set

$$
S_{i}:=\left\{y \in \Delta \mid y_{i}>z_{i}^{\prime} \text { and } y_{j} \geqslant x_{j}^{\prime} \text { for all } j \neq i\right\},
$$

depicted as the dark shaded regions in Figure 2. Recall the definition of $z_{i}$ as $\max \left\{y_{i} \mid y \in P, y_{j} \geqslant x_{j}\right.$ for all $\left.j \neq i\right\}$ or, if this set is empty, $z_{i}=0$. The event $z \preceq z^{\prime}$ means that for each dimension $i$ we have $z_{i} \leqslant z_{i}^{\prime}$, i.e., that there is no point $y \in P$ in $S_{i}$. Note in Figure 2 that these regions are smaller simplices inside $\Delta$. Indeed, consider for $y \in \Delta$ the point $\hat{y}$ defined by $\hat{y}_{i}:=y_{i}-z_{i}^{\prime}$ and


Figure 2: This figure shows the simplex $\Delta_{3}$, a point $x$ (the center point) and a point set $P$ (all other points). Our algorithm to compute $\mathrm{CON}_{P}(x)$ first constructs the point $z$. The points defining $z$ are the ones incident to the dark shaded regions. Note that the dark shaded regions are free of points (by definition of $z$ ). The points that end up in the subproblem $I_{x, P}$ are the points contained in the light shaded regions.
$\hat{y}_{j}:=y_{j}-x_{j}^{\prime}$ for $j \neq i$. Then $y$ is contained in $S_{i}$ iff $\hat{y}$ lies in the set

$$
\left\{\left(a_{1} \ldots, a_{d}\right) \in \mathbb{R}_{\geqslant 0}^{d} \mid \sum_{j} a_{j}=1-z_{i}^{\prime}-\sum_{j \neq i} x_{j}^{\prime}, a_{i} \neq 0\right\} .
$$

Note that for a uniformly random point in $\Delta$ the probability of falling in the above set is the same as the probability of falling in the following simplex, as $y_{i}=z_{i}^{\prime}$ (or $a_{i}=0$ ) happens with probability 0 :

$$
\left(1-z_{i}^{\prime}-\sum_{j \neq i} x_{j}^{\prime}\right) \Delta=\left(x_{i}^{\prime}-z_{i}^{\prime}\right) \Delta,
$$

i.e., the simplex with sidelength $x_{i}^{\prime}-z_{i}^{\prime}$. Note that the relative volume of $\left(x_{i}^{\prime}-z_{i}^{\prime}\right) \Delta$ in $\Delta$ is $\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}$ (since $\Delta$ is a $(d-1)$ dimensional object). Thus, the probability of a uniformly random point on the simplex to fall into one of the sets $S_{i}$ is

$$
\sum_{i=1}^{d}\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}
$$

and the probability of $n$ points not to fall into one of the $S_{i}$ is

$$
\left(1-\sum_{i=1}^{d}\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}\right)^{n}
$$

Since this is equal to the probability of the event $z \preceq z^{\prime}$ (conditioned on $x=x^{\prime}$ ), this finishes the proof.

Now that we know the distribution of $z$, let $x$ and $z$ be fixed. Then we can show that $\left|I_{x, P}\right|$ is stochastically dominated by a binomial random variable $\operatorname{Bin}(n, p)$ for some probability $p,\left|I_{x, P}\right| \preceq$ $\operatorname{Bin}(n, p)$, as shown by the following lemma.

Lemma 5. Let $x^{\prime} \in \Delta, z^{\prime} \in B_{x^{\prime}}$. Conditioned on $x=x^{\prime}$ and $z=z^{\prime}$, we have

$$
\left|I_{x, P}\right| \preceq \operatorname{Bin}(n, p),
$$

where

$$
p=\left(\sum_{i=1}^{d} x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}
$$

In particular, for $k \in \mathbb{N}$ we have

$$
\operatorname{Ex}\left[\left|I_{x, P}\right|^{k} \mid x=x^{\prime}, z=z^{\prime}\right] \leqslant \operatorname{Ex}\left[\operatorname{Bin}(n, p)^{k}\right] .
$$

Proof. Conditioned on $x=x^{\prime}$ and $z=z^{\prime}$ we want to estimate the distribution of $\left|I_{x, P}\right|$, the number of points in $P$ that strictly dominate $z$. Note that by specifying $z$ we have already fixed up to $d$ points, namely the ones that define the $z_{i}$. There are less than $n$ points left that may be counted in $\left|I_{x, P}\right|$. By definition of $z$, none of these points may be contained in one of the sets

$$
S_{i}:=\left\{y \in \Delta \mid y_{i}>z_{i}^{\prime} \text { and } y_{j} \geqslant x_{j}^{\prime} \text { for all } j \neq i\right\}
$$

$1 \leqslant i \leqslant d$, depicted as the dark shaded regions in Figure 2. Thus, they are uniformly i.i.d. over the set $\Delta \backslash \bigcup_{i=1}^{d} S_{i}$. Such a point belongs to $I_{x, P}$ only if it is contained in the set

$$
T:=\left\{y \in \Delta \mid y_{i} \geqslant z_{i} \text { for all } 1 \leqslant i \leqslant d\right\} .
$$

Note that $T$ is a simplex of sidelength $1-\sum_{j} z_{j}$ inside $\Delta$. Indeed, a point $y$ is in $T$ iff $y-z$ is in the simplex

$$
\left\{\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{R}_{\geqslant 0}^{d} \mid \sum_{j} a_{j}=1-\sum_{j} z_{j}\right\} .
$$

Since such a simplex is a $(d-1)$-dimensional object, the relative volume of $T$ in $\Delta$ is $\left(1-\sum_{j} z_{j}\right)^{d-1}$. Similarly, one can show that the relative volume of $S_{i}$ in $\Delta$ is $\left(x_{i}-z_{i}\right)^{d-1}$. Thus, the probability of a uniform point in $\Delta \backslash \bigcup_{i=1}^{d} S_{i}$ to lie in $T \backslash \bigcup_{i=1}^{d} S_{i}$ is

$$
\frac{\left(1-\sum_{i} z_{i}\right)^{d-1}-\sum_{i}\left(x_{i}-z_{i}\right)^{d-1}}{1-\sum_{i}\left(x_{i}-z_{i}\right)^{d-1}}
$$

Using $\frac{b-a}{c-a} \leqslant \frac{b}{c}$ for $a \leqslant b \leqslant c$, we can bound this probability by

$$
\leqslant\left(1-\sum_{i} z_{i}\right)^{d-1}=\left(\sum_{i} x_{i}-z_{i}\right)^{d-1}=p
$$

Since the points are i.i.d., we get that $\left|I_{x, P}\right|$ is stochastically dominated by $\operatorname{Bin}(n, p)$.

Since both random variables are positive, the second claim follows directly from the stochastic dominance.

Furthermore, we have to bound the moments of binomial random variables.

Lemma 6. For any $n, k \in \mathbb{N}$ and $p \in[0,1]$ we have

$$
\operatorname{Ex}\left[\operatorname{Bin}(n, p)^{k}\right] \leqslant k^{k+1}\left(1+(n p)^{k}\right)
$$

Proof. We can write $\operatorname{Bin}(n, p)$ as a sum of $n$ i.i.d. Bernoulli random variables $X_{i}$ with $\operatorname{Pr}\left[X_{i}=1\right]=p$,

$$
\operatorname{Bin}(n, p)=\sum_{i=1}^{n} X_{i}
$$

This yields
$\operatorname{Ex}\left[\operatorname{Bin}(n, p)^{k}\right]=\operatorname{Ex}\left[\left(\sum_{i=1}^{n} X_{i}\right)^{k}\right]=\sum_{j_{1}, \ldots, j_{k} \in[n]} \operatorname{Ex}\left[X_{j_{1}} \cdots X_{j_{k}}\right]$.
For a particular summand $\operatorname{Ex}\left[X_{j_{1}} \cdots X_{j_{k}}\right]$, let $i_{1}<\ldots<i_{\ell}$ be the different values taken by $j_{1}, \ldots, j_{k}$, i.e., $\left\{i_{1}, \ldots, i_{\ell}\right\}=$
$\left\{j_{1}, \ldots, j_{k}\right\}$. Since the $X_{i}$ are indicator random variables, and since they are i.i.d., we have

$$
\operatorname{Ex}\left[X_{j_{1}} \cdots X_{j_{k}}\right]=\operatorname{Ex}\left[X_{i_{1}} \cdots X_{i_{\ell}}\right]=\operatorname{Ex}\left[X_{1} \cdots X_{\ell}\right]=p^{\ell}
$$

Now, how many summands $\operatorname{Ex}\left[X_{j_{1}} \cdots X_{j_{k}}\right]$ reduce to $p^{\ell}$ as above? There are $\binom{n}{l} \leqslant n^{\ell}$ ways to choose $i_{1}, \ldots, i_{\ell}$. We roughly bound the number of ways to distribute $i_{1}, \ldots, i_{\ell}$ over $j_{1}, \ldots, j_{k}$ by $\ell^{k} \leqslant$ $k^{k}$. This yields

$$
\begin{aligned}
\operatorname{Ex}\left[\operatorname{Bin}(n, p)^{k}\right] & \leqslant \sum_{\ell=1}^{k} k^{k}(n p)^{\ell} \\
& \leqslant k^{k+1} \max \left\{1,(n p)^{k}\right\} \leqslant k^{k+1}\left(1+(n p)^{k}\right)
\end{aligned}
$$

Recall that we want to analyze $\operatorname{Ex}\left[\left|I_{x, P}\right|^{k}\right]$ by first choosing $x$ uniformly at random in the simplex, then sampling $z$ according to the right distribution conditioned on $x$, and analyze $\left|I_{x, P}\right|$ conditioned on $x$ and $z$. In other words, we want to compute

$$
\begin{aligned}
\operatorname{Ex}\left[\left|I_{x, P}\right|^{k}\right]=\int_{\Delta} \operatorname{Pr}\left[x=x^{\prime}\right] \int_{B_{x^{\prime}}} \operatorname{Pr}\left[z=z^{\prime} \mid x=x^{\prime}\right] \\
\cdot \operatorname{Ex}\left[\left|I_{x, P}\right|^{k} \mid x=x^{\prime}, z=z^{\prime}\right] d z^{\prime} d x^{\prime}
\end{aligned}
$$

Lemma 5 allows to bound
$\operatorname{Ex}\left[\left|I_{x, P}\right|^{k} \mid x=x^{\prime}, z=z^{\prime}\right] \leqslant \operatorname{Ex}\left[\operatorname{Bin}(n, p)^{k} \mid x=x^{\prime}, z=z^{\prime}\right]$,
where

$$
\begin{equation*}
p:=\left(\sum_{i} x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1} \tag{3}
\end{equation*}
$$

Applying Lemma 6, this can be simplified to

$$
\operatorname{Ex}\left[\left|I_{x, P}\right|^{k} \mid x=x^{\prime}, z=z^{\prime}\right] \leqslant k^{k+1}\left(1+(n p)^{k}\right)
$$

Note that the summand $k^{k} \cdot 1$ on the above right hand side simply contributes $k^{k+1}$ to the overall integral. The remainder is

$$
k^{k+1} n^{k} \int_{\Delta} \operatorname{Pr}\left[x=x^{\prime}\right] \int_{B_{x^{\prime}}} \operatorname{Pr}\left[z=z^{\prime} \mid x=x^{\prime}\right] \cdot p^{k} d z^{\prime} d x^{\prime}
$$

where $p$ is dependent on $x$ and $z$ as given by equation (3). We bound

$$
\begin{aligned}
p^{k} & \leqslant d^{k(d-1)} \max _{i}\left\{\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}\right\}^{k} \\
& \leqslant d^{k(d-1)} \sum_{i}\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)}
\end{aligned}
$$

and get, conditioned on $x=x^{\prime}$,

$$
\begin{aligned}
& \int_{B_{x^{\prime}}} \operatorname{Pr}\left[z=z^{\prime} \mid x=x^{\prime}\right] p^{k} d z^{\prime} \\
& \leqslant d^{k(d-1)} \sum_{i=1}^{d} \int_{B_{x^{\prime}}} \operatorname{Pr}\left[z=z^{\prime} \mid x=x^{\prime}\right]\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)} d z^{\prime}
\end{aligned}
$$

Since the inner part of this integral is independent of $z_{j}, j \neq i$, this simplifies to

$$
d^{k(d-1)} \sum_{i=1}^{d} \int_{0}^{x_{i}^{\prime}} \operatorname{Pr}\left[z_{i}=z_{i}^{\prime} \mid x=x^{\prime}\right]\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)} d z_{i}^{\prime}
$$

We can calculate this term, since we know the distribution of $z$ (and, thus, $z_{i}$ ) by Lemma 4.

Lemma 7. Let $x^{\prime} \in \Delta$. Conditioned on $x=x^{\prime}$, we have

$$
\int_{0}^{x_{i}^{\prime}} \operatorname{Pr}\left[z_{i}=z_{i}^{\prime} \mid x=x^{\prime}\right]\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)} d z_{i}^{\prime} \leqslant \frac{k^{k}}{n^{k}}
$$

This allows to simplify

$$
\int_{B_{x^{\prime}}} \operatorname{Pr}\left[z=z^{\prime} \mid x=x^{\prime}\right] p^{k} d z^{\prime} \leqslant d^{k(d-1)} \cdot d \frac{k^{k}}{n^{k}}
$$

In total, this yields the bound

$$
\begin{aligned}
\operatorname{Ex}\left[\left|I_{x, P}\right|^{k}\right] & \leqslant k^{k+1}\left(1+n^{k} \int_{\Delta} \operatorname{Pr}\left[x=x^{\prime}\right] d^{k(d-1)} d \frac{k^{k}}{n^{k}} d x^{\prime}\right) \\
& \leqslant 2 k^{2 k+1} d^{k(d-1)+1}=d^{\mathcal{O}\left(d^{2}\right)}
\end{aligned}
$$

finishing the proof of Lemma 3.
Proof of Lemma 7. Partial integration yields

$$
\begin{aligned}
& \int_{0}^{x_{i}^{\prime}} \operatorname{Pr}\left[z_{i}=z_{i}^{\prime} \mid x=x^{\prime}\right]\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)} d z_{i}^{\prime} \\
& =\left[\operatorname{Pr}\left[z_{i} \leqslant z_{i}^{\prime} \mid x=x^{\prime}\right]\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)}\right]_{0}^{x_{i}^{\prime}} \\
& \quad+k(d-1) \int_{0}^{x_{i}^{\prime}} \operatorname{Pr}\left[z_{i} \leqslant z_{i}^{\prime} \mid x=x^{\prime}\right]\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)-1} d z_{i}^{\prime}
\end{aligned}
$$

Note that the first summand of this is at most 0 , since plugging in $x_{i}^{\prime}$ for $z_{i}^{\prime}$ it evaluates to 0 and plugging in 0 it evaluates to a non-negative value. On the other hand, by Lemma 4 the second summand equals

$$
k(d-1) \int_{0}^{x_{i}^{\prime}}\left(1-\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}\right)^{n}\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{k(d-1)-1} d z_{i}^{\prime} .
$$

Substituting $u:=\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-1}$ with $\frac{d u}{d z_{i}^{\prime}}=-(d-1)\left(x_{i}^{\prime}-z_{i}^{\prime}\right)^{d-2}$, this is equal to

$$
\begin{aligned}
& k \int_{0}^{x_{i}^{\prime d-1}}(1-u)^{n} u^{k-1} d u \\
& \leqslant k \int_{0}^{1}(1-u)^{n} u^{k-1} d u
\end{aligned}
$$

The right hand side is known, as the integrand is a Bernstein polynomial, and evaluates to

$$
k \frac{n!(k-1)!}{(n+k)!} \leqslant \frac{k^{k}}{n^{k}}
$$

finishing the proof.

## 6. CONCLUSION

We have shown that HYP can be solved on average in time $\mathcal{O}\left(d^{d^{2} / 2} n+d n^{2}\right)$ while $n^{\Omega(d)}$ is necessary in the worst-case (assuming the exponential time hypothesis). This proves an exponential gap between the average and worst-case complexity of HYP. As the algorithmic framework presented in Section 3 is very similar to the WFG algorithm [37] (cf. the discussion at the end of Section 3), this gives a theoretical explanation why its empirical runtime on random instances is much better than its worst-case bound.

Traditionally the best asymptotic runtime was obtained by the algorithm of Overmars and Yap [33]. However, this algorithm deviates significantly from the two step structure of an Algorithm B as described in Theorem 1 and Pseudocode 1. In fact, the algorithm of Overmars and Yap might not only have runtime $\Omega\left(n^{d / 2} \log (n)\right)$
in the worst-case, but also on average. This explains why various hypervolume heuristics were able to outperform the algorithm of Overmars and Yap on random instances. Though Theorem 2 presents an algorithm with average-case runtime $\mathcal{O}\left(n^{2}\right)$ for all constant $d$, the involved constants can get very large. We do not expect to get much tighter bounds for Algorithm B (cf. Pseudocode 1) to improve Theorem 1. However, other algorithmic approaches might yield smaller constants like $2^{\mathcal{O}(d)}$ or $\log ^{\mathcal{O}(d)} n$, or possibly even a polynomial time average-case algorithm. Russo and Francisco [34] recently published a draft where they announce an algorithm with average-case runtime $\mathcal{O}\left(d n^{1.1} \log ^{d}(n)\right)$. Unfortunately, neither a description of the algorithm nor a proof is currently available. It would be interesting whether there are algorithms which avoid the expensive test for domination and reach an average case runtime of $\mathcal{O}(n)$ for any fixed $d$. We hope that such an algorithm can be found that is fast, both practically and theoretically in the average case.
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