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ABSTRACT
The hypervolume indicator (HYP) is a popular measure for the
quality of a set of n solutions in Rd. We discuss its asymptotic
worst-case runtimes and several lower bounds depending on dif-
ferent complexity-theoretic assumptions. Assuming that P 6= NP,
there is no algorithm with runtime poly(n, d). Assuming the expo-
nential time hypothesis, there is no algorithm with runtime no(d).
In contrast to these worst-case lower bounds, we study the average-
case complexity of HYP for points distributed i.i.d. at random on
a d-dimensional simplex. We present a general framework which
translates any algorithm for HYP with worst-case runtime nf(d) to
an algorithm with worst-case runtime nf(d)+1 and fixed-parameter-
tractable (FPT) average-case runtime. This can be used to show that
HYP can be solved in expected time O(dd

2/2 n + dn2), which
implies that HYP is FPT on average while it is W[1]-hard in the
worst-case. For constant dimension d this gives an algorithm for
HYP with runtime O(n2) on average.

This is the first result proving that HYP is asymptotically easier
in the average case. It gives a theoretical explanation why most
HYP algorithms perform much better on average than their theo-
retical worst-case runtime predicts.

Categories and Subject Descriptors
F.2 [Theory of Computation]:
Analysis of Algorithms and Problem Complexity

Keywords
Multiobjective Optimization, Theory,
Performance Measures, Selection

1. INTRODUCTION
Many real-world optimization problems consider multi-objective

fitness functions, where several objectives are to be maximized (or
minimized) at the same time [17]. The aim is to find a set of
good trade-off solutions constituting the Pareto front. The qual-
ity of such a set of solutions is measured by an indicator function
that maps a set of solutions to a real value. The currently most
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popular indicator is the hypervolume (HYP), which measures the
volume of the union of the regions in the objective space that are
dominated by the set of solutions. All hypervolume-based algo-
rithms like the multi-objective covariance matrix adaptation evo-
lution strategy (MO-CMA-ES) [23], the SMS-EMOA [5], and the
hypervolume-based variant of the indicator-based evolutionary al-
gorithm (IBEA) [42] aim at maximizing the hypervolume. This aim
is known to help reaching a good approximation of the Pareto front.
More precisely, it is known that the worst-case approximation fac-
tor obtained by any hypervolume-maximal set of fixed size µ is
asymptotically equivalent to the best worst-case approximation fac-
tor achievable by any set of size µ [14]. Moreover, the hypervolume
is the only known indicator that, given two sets A and B, values A
higher than B if A dominates B [43].

It is known that the problem of computing the hypervolume
is #P-hard [11], which implies that the hypervolume cannot be
computed exactly in time polynomial in the number of objec-
tives d unless P = NP. Calculating an approximation is much
easier: A simple Monte-Carlo algorithm yields an FPRAS (fully
polynomial-time randomized approximation scheme) which gives
an ε-approximation of the hypervolume of n points in time
O(dn/ε2) [11]. There are also several approximation algorithms
for determining the least hypervolume contributor [1, 13, 25]. In
contrast to this, we want to study the complexity of exact hypervol-
ume computation in more detail.

Worst-case upper bounds. There are many algorithms for com-
puting HYP with proven upper bounds on their worst-case runtime.
The oldest ones stem from Klee’s Measure Problem (KMP). This
classical question of computational geometry asks for the mea-
sure of the union of n axis-parallel boxes in the d-dimensional
space Rd [26]. HYP is a special case of KMP where all boxes
share a common corner. Around 1980 it was shown that KMP can
be solved in time O(nd−1) [36], which was ten years later im-
proved by Overmars and Yap [33] toO(nd/2 logn). It was claimed
in [4] that the algorithm of Overmars and Yap can be improved to
O(n logn + nd/2) for HYP, but this was later withdrawn in [3].
The only asymptotic improvement of Overmars and Yap’s algo-
rithm is the algorithm of Chan [15], with runtime nd/2 2O(log∗ n),
where log∗ denotes the iterated logarithm. While determining a
solution with minimal hypervolume contribution seems to need
Θ(n) hypervolume computations, this is can be done in time
O(nd/2 logn) [12].

It was recently shown that any algorithm for KMP on (unit)
cubes yields an algorithm for HYP with the same asymptotic run-
time [10]. This implies that the algorithm of Bringmann [9] for
KMP on cubes also gives an algorithm with runtime O(n(d+2)/3)
for HYP. Another recent improvement for HYP is the algorithm of
Yıldız and Suri [40] with runtime O(n(d−1)/2 logn). There are
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also several algorithms for specific dimensions. However, com-
pared to the two last mentioned algorithms of Bringmann [9] and
Yıldız and Suri [40], only the algorithm of Fonseca et al. [20] gives
an improvement for d = 3 with a runtime of O(n logn). Overall,
the currently best known asymptotic runtimes for HYP are summa-
rized in the following Table 1.

Dimension Runtime Reference
d = 1 Θ(n logn) [26]
d = 2 Θ(n logn) [2, 33]
d = 3 Θ(n logn) [20]
d = 4 O(n1.5 logn) [40]
d = 5 O(n2 logn) [40]
d = 6 O(n2.5 logn) [40]
d > 7 O(n(d+2)/3) [9]

Table 1: Best known asymptotic worst-case runtimes for calculating the
hypervolume indicator (HYP) depending on the number of points n and
the number of dimensions d.

Computational hardness. The only known unconditional lower
bound for the computational complexity of HYP for any d is
Ω(n logn) [6]. It is also known that HYP is #P-hard [11], which
implies that it cannot be solved exactly in time O(poly(n, d)) un-
less P = NP. This does not rule out that there could be an algorithm
with runtime sayO(ddn). For studying the dependence between n
and d, we use parameterized complexity theory [19, 32], which
is a generalization of classical one-dimensional complexity theory.
This has been shown beneficial for the analysis of evolutionary al-
gorithms in [28, 35]. We use the dimension d as a parameter. Then
a problem is called fixed-parameter-tractable (FPT) if there is an al-
gorithm with runtimeO(f(d) poly(n)) for an arbitrary function f .
The parameterized analog of NP is the class W[1]. The textbook
example for a W[1]-complete problem is the clique problem, which
asks for the existence of a clique of size d in an n-vertex graph.

It is known that KMP is W[1]-hard [15] by a reduction from the
clique problem to KMP. As there is a parameterized reduction from
KMP to HYP [10], also HYP is W[1]-hard. This implies that there
is no algorithm for HYP with runtime f(d) poly(n) for any func-
tion f unless FPT = W[1]. In order to obtain better lower bounds,
we need stronger complexity assumptions. The exponential time
hypothesis (ETH) [24, 29] states that 3-SAT cannot be solved in
subexponential time in the worst case, which implies P 6= NP. ETH
is generally believed and commonly used to prove stronger lower
bounds. Assuming ETH, there is no f(d)no(d) time algorithm for
the clique problem [16]. Therefore, under the same assumption
there is no algorithm for HYP with runtime no(d).

For even more precise lower bounds, we have to look more
closely at the reductions of Chan [15] and Bringmann [10]. Chan
[15] showed that if KMP can be solved in time T (n, d), then we can
decide the clique problem in time O(T (O(n2), d)). Bringmann
[10] showed that if HYP can be solved in T (n, d), then KMP can
be solved in timeO(T (n, 2d)). The best time bound for the clique
problem is O(nωdd/3e+(dmod 3)) [31] using fast matrix multipli-
cation, where ω < 2.3727 [39]. For large d this gives a runtime
of O(n0.7909 d) for clique. Above reduction implies that an algo-
rithm with runtime O(n0.19 d) for HYP would also improve upon
the very classical clique problem. On the other hand, without al-
gebraic techniques like Strassen or Williams [39], the best time
bound for a purely combinatorial algorithm for the clique problem

is O(nd) (ignoring logarithmic factors). Hence, without algebraic
techniques, solving HYP in time o(nbd/2c/2) would also imply a
significant complexity-theoretic breakthrough and is therefore un-
likely. The following Table 2 gives a summary of the discussed
lower bounds.

Lower Bound Assumption
Ω(n logn) none

ω(poly(n, d)) P 6= NP
ω(f(d) poly(n)) ∀f FPT 6= W[1]

nΩ(d) exponential time hypothesis (ETH)
Ω(n0.19d) no improvement on clique problem

Ω(n0.24d)
no combinatorial improvement
on clique problem

Table 2: Lower bounds for the runtime of calculating the hypervolume
indicator (HYP) depending on the number of points n and the number
of dimensions d, ordered by the strength of the necessary complexity-
theoretic assumption.

Heuristics. Additionally to the aforementioned algorithms with
theoretically best known worst-case runtimes, there are various
heuristic improvements with and without worst-case guarantees.
A popular algorithm is Hypervolume by slicing objectives (HSO)
which was suggested independently by Zitzler [41] and Knowles
[27]. Its worst-case complexity is O(nd−1). Another experimen-
tally very competitive algorithm is the WFG algorithm of While
et al. [37] with worst-case complexity of O(2n). While the al-
gorithm of Overmars and Yap [33] has a much better worst-case
complexity, it performs slower in experiments than many heuris-
tics [37], especially on random inputs. We want to explain this
difference by studying the average-case complexity of HYP.

New Results: Average-case. Most experimental comparisons
of hypervolume algorithms use (at least as part of their dataset)
randomly-generated fronts (e.g. [7, 8, 13, 20, 37, 38]). As these
empirical observations do not always match with the theoretical
worst-case behavior, we want to study rigorously the average-case
complexity of the hypervolume indicator. As the average-case be-
havior depends on the probability distribution of the given point
set, we first have to model the random input.

ASSUMPTION 1. Our average-case model assumes that all
n points are chosen independently and uniformly (i.i.d.) at random
on a d-dimensional simplex ∆d.

This assumption is commonly used in experimental comparisons
of HYP algorithms (see references above). Moreover, it is also mo-
tivated by experimental comparisons of multi-objective evolution-
ary algorithms (MOEAs) based on the hypervolume like the multi-
objective covariance matrix adaptation evolution strategy (MO-
CMA-ES) [23], the SMS-EMOA [5], and variants of the indicator-
based evolutionary algorithm (IBEA) [42]. The reason why study-
ing the computational complexity of computing the hypervolume of
points on the d-dimensional simplex is interesting not only for HYP
as an indicator, but also for HYP-based MOEAs, is that the com-
monly used benchmark function DTLZ1 [18] constitutes of many
layers of d-dimensional simplices.

Recall from Table 2 that HYP is W[1]-hard, which implies that
there is no algorithm with FPT runtime in the worst case (unless
FPT = W[1]). Even stronger, assuming the exponential time hy-
pothesis, there is no algorithm with runtime no(d) in the worst case.
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In stark contrast to this, we show that HYP is FPT on average.
Given any algorithm with a (reasonable) worst-case runtime, we
can translate it to an algorithm with similar worst-case runtime and
FPT average-case runtime with the following theorem.

THEOREM 1. Let A be an algorithm which computes HYP in
worst-case time O(nf(d)) for an arbitrary function f . Then we
can construct an algorithm B which computes HYP in worst-case
time O(nf(d)+1) and average-case time O(g(d)n+ dn2)) with

g(d) := df(d)e2f(d)+1d(d−1)f(d)+1.

The rest of the papers presents the proof of this theorem. Using
Theorem 1, we can now choose any algorithm from Table 1 and
get an algorithm with FPT average-case runtime. Plugging in the
algorithm of Yıldız and Suri [40] with f(d) = (d−1)/2 yields the
following simple corollary that shows that on average HYP can be
computed exactly in FPT runtime.

THEOREM 2. HYP can be solved on average in time
O(dd

2/2 n+ dn2) for d > 3.

Note that for any constant dimension d, Theorem 2 gives an algo-
rithm with average-case runtime O(n2) for HYP. Theorem 2 also
shows that while HYP is W[1]-hard in the worst case, its compu-
tational complexity drops to FPT in the average case. This is the
first result proving that HYP is asymptotically easier in the average
case. It gives a theoretical explanation why many HYP algorithms
(especially WFG [37]) perform much better on average than their
theoretical worst-case runtime predicts.

We want to point out that the study of parameterized average-
case complexity has been initiated by Müller [30]. What comes
closest to our result is that the worst-case W[1]-hard problem
clique has proven to be FPT on average for Erdős-Rényi random
graphs [21] and inhomogeneous random graphs [22].

2. PRELIMINARIES
For a point x ∈ Rd we write xi for its i-th component. For

x, y ∈ Rd we say that x is dominated by y, or x � y, if xi 6 yi
for all dimensions i. We write x < y if xi < yi for all i.

For a finite point set P ⊂ Rd and a reference point r ∈ Rd the
hypervolume HYP(P ) is defined as

HYP(P ) = VOL({y ∈ Rd | ∃x ∈ P : r � y � x}),

where VOL is the usual Lebesgue measure. In this paper we set
r = (0, . . . , 0) for convenience (as translations do not change the
hypervolume) and assume that P ⊂ Rd>0. Moreover, we define the
contribution of a point x ∈ Rd>0 to a point set P ⊂ Rd>0 (with
x 6∈ P ) as

CONP (x) := HYP(P ∪ {x})− HYP(P ).

For x ∈ Rd>0 we define the spanned box Bx as

Bx := [0, x1]× . . .× [0, xd].

Note that x and Bx are equivalent objects, and many of the above
notions can easily be expressed in terms of Bx: We have x � y
iff Bx ⊆ By , and we have HYP(P ) = VOL(

⋃
x∈P Bx). Further-

more, for x, y ∈ Rd>0 we define x∩ y as the point in Rd>0 with i-th
coordinate

(x ∩ y)i = min{xi, yi}.

Then Bx∩y = Bx ∩By , which explains the notation “x ∩ y”.

In this paper we consider hypervolume computation in the av-
erage case, when the point set P consists of n uniformly random
points from the standard simplex

∆ = ∆d :=
{

(x1, . . . , xd) ∈ Rd>0

∣∣ ∑
i

xi = 1
}
.

3. THE ALGORITHM
In this section we describe algorithm B which is constructed

in Theorem 1. The general layout of algorithm B is as follows.
Given a point set P , for each point x ∈ P we compute its con-
tribution CONP\{x}(x) and then delete x from P . Summing
up all these contributions, we get the overall hypervolume of P .
More precisely, if P = {x(1), . . . , x(n)}, and letting Pi :=

{x(i+1), . . . , x(n)}, we sum up CONPi(x
(i)) for i = 1, . . . , n.

Pseudocode 1: Overview of Algorithm B

Input: P = {x(1), . . . , x(n)}

1 Let Pi := {x(i+1), . . . , x(n)}
2 H ← 0
3 for i← 1 to n do
4 H ←H + CONPi(x

(i)).

5 Return H

It remains to give an algorithm that, given a point set P and a
point x 6∈ P , computes the contribution CONP (x). For this part
of algorithm B a running example is depicted in Figure 1. Observe
that the domain contributed by x to P is contained in the boxBx =
[0, x1]× . . .× [0, xd]. Recall that x∩ y is defined as the point with
i-th coordinate min{xi, yi}. We do not change the contribution
CONP (x) by replacing any point y ∈ P by y ∩ x, since inside Bx
the points y and y ∩ x dominate the same set of points. In other
words, considering the point set

P ∩ x := {y ∩ x | y ∈ P},

we have

CONP (x) = CONP∩x(x),

see Figure 1b.
We note that the set P ∩ x can, in general, contain dominated

points, even if P does not. In fact, we will show that the expected
number of non-dominated points in P ∩ x is bounded by dO(d) for
random points on the simplex, which can be much smaller than n.

Without loss of generality we can assume that x is not dominated
by any point in P ; this is certainly true for points on the simplex
and otherwise we can first delete all dominated points. Consider
the points that are larger than x in all but one dimension,

Qi = Qi(x, P ) := {y ∈ P | yj > xj for all j 6= i},

and define

zi = zi(x, P ) := max{yi | y ∈ Qi},

or zi = 0, if this set is empty. This defines a bounding box
B(z, x) = [z1, x1]× . . .× [zd, xd], which contains the domain that
is contributed by x to P (since every point in the spaceBx\B(z, x)
is dominated by one of the points defining z). In particular, any
point y ∈ P with yi < zi for some i is dominated in P ∩ x, as
y ∩ x is contained in Bx \ B(z, x). This allows to simplify the
problem as follows. First, we can translate every point by −z, so
that z is translated to (0, . . . , 0), while the contribution of x (trans-
lated to x − z) is still contained in Rd>0. After that, we can delete
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(a) Algorithm B computes the contribution of a point x (shaded box) to
the remaining point set P (white boxes).

(b) This figure shows x (shaded box) and P ∩ x (white boxes). Note
that the contribution of x to P ∩ x is the same as its contribution
to P . Also note that P ∩ x has dominated points, while P did not.

(c) This shows the constructed subproblem Ix,P (white boxes) and
point x (shaded box). Only two boxes remain that influence the con-
tribution of x.

Figure 1: For computing a contribution CONP (x), algorithm B first sim-
plifies the instance in two steps as shown in this figure.

every point that now has a negative or zero coordinate, as such a
point does not influence the hypervolume in Rd>0. This yields the
instance

I = Ix,P := {(y ∩ x)− z | y ∈ P, y > z(x, P )},

where “>” means greater in all coordinates, see Figure 1c. By the
above arguments, we have CONI(x− z) = CONP (x). Note that
x− z dominates any point in I , so that we have

CONI(x− z) = HYP(I ∪ {x− z})− HYP(I)

= HYP({x− z})− HYP(I).

Since HYP({x − z}) =
∏d
i=1(xi − zi) is trivial, we only have

to solve the subinstance HYP(Ix,P ), which we do using any algo-
rithm A with worst-case runtime O(nf(d)). The overall algorithm
for computing a contribution is shown in Pseudocode 2.

Pseudocode 2: Computing a contribution CONP (x)

Input: x ∈ Rd>0, P ⊂ Rd>0

1 Compute the lower coordinates of the bounding box:
2 zi = max{yi | y ∈ P, yj > xj for all j 6= i} (or 0, if this set

is empty).
3 Compute the subinstance
Ix,P = {(y ∩ x)− z | y ∈ P, y > z}

4 Compute HYP(Ix,P ) using algorithm A
5 HYP({x− z}) =

∏d
i=1(xi − zi)

6 Return HYP({x− z})− HYP(Ix,P ).

We remark that there are two differences between algorithm B
and the WFG algorithm: First, the latter directly computes the non-
dominated points in P ∩x, while algorithm B computes an approx-
imation of this using the bounding box B(z, x). Second, WFG
solves each subproblem recursively, while algorithm B resorts to a
worst-case algorithm A for the subproblems.

4. RUNTIME ANALYSIS
First note that the worst-case runtime of algorithm B is at most
O(nf(d)+1), since it uses n calls to algorithm A that has worst-case
runtime O(nf(d)).

For the average-case runtime, observe that one can check in time
Θ(d) whether a point y ∈ P belongs to any of the sets Qi, and
even to which one. Thus, the point z can be computed by a linear
scan over all points in P , and the set Ix,P can be computed by
a second linear scan. Over all i = 1, . . . , n, this sums up to a
runtime of Θ(dn2), explaining the second term of Theorem 1. The
remaining runtime stems from algorithm A computing the n sub-
instances Ii := Ix(i),Pi

. Recall that the runtime of algorithm A is
O(nf(d)). Then clearly the runtime of the overall algorithm is

O(dn2 +

n∑
i=1

|Ii|f(d)). (1)

Hence, we can bound the expected runtime of algorithm B by in-
vestigating Ex[|Ix,P |f(d)] for random points on a simplex, which
we do in the following lemma.

LEMMA 3. Let k ∈ R>0, let x, x(1), . . . , x(n) be uniformly
i.i.d. points on the simplex ∆d, and set P := {x(1), . . . , x(n)}.
Then we have

Ex[|Ix,P |k] 6 2dke2k+1dk(d−1)+1.
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Plugging this into equation (1) immediately yields Theorem 1.
Note that for f(d) = O(d) the bound in the above lemma can be
simplified to dO(d2). In the next section we prove Lemma 3.

5. PROOF OF LEMMA 3
In this section, let x, x(1), . . . , x(n) be uniformly i.i.d. points on

the simplex ∆ = ∆d and set P = {x(1), . . . , x(n)}.
We split the proof of Lemma 3 as follows. First, we reduce the

case of real numbers k to the case of integral k. After that, in
Section 5.2 we prove Lemma 3 for k being an integer.

5.1 Real Exponents
Let k ∈ R>0 and K := dke. Assume that we know that

Lemma 3 holds for K, i.e.,

Ex[|Ix,P |K ] 6 2K2K+1dK(d−1)+1. (2)

By Jensen’s inequality we know that for a positive random variable
X and 0 6 α 6 1 we have

Ex[Xα] 6 Ex[X]α.

Using this with X = |Ix,P |K and α = k/K yields

Ex[|Ix,P |k] 6 Ex[|Ix,P |K ]k/K

(2)

6 (2K2K+1dK(d−1)+1)k/K

6 2K2k+1dk(d−1)+1,

which proves Lemma 3 for k, as K = dke. Hence, we reduced the
proof of Lemma 3 to the case of k ∈ N.

5.2 Integral Exponents
In the remainder of this section we can assume that k ∈ N.

Algorithm B first computes the lower end point z = z(x, P ) of
the bounding box containing x’s contribution. Note that instead
of sampling x, x(1), . . . , x(n) in this order, we can generate (x, P )
by first sampling x uniformly from the simplex, then sampling z
with the right distribution conditioned on x, and then sample the
remaining points x(1), . . . , x(n) conditioned on x and z. In order
to analyze |Ix,P | in this way, we first have to understand the dis-
tribution of z conditioned on x, and then the distribution of |Ix,P |
conditioned on x and z. Together, this yields an expression for
|Ix,P | that we can further analyze.

We first proof three lemmas that lay the foundations for the above
approach.

LEMMA 4. Let x′ ∈ ∆. Conditioned on x = x′, we have for
any z′ ∈ Bx

Pr[z � z′ | x = x′] =
(

1−
d∑
i=1

(x′i − z′i)d−1
)n
.

Proof. Consider for 1 6 i 6 d the set

Si := {y ∈ ∆ | yi > z′i and yj > x′j for all j 6= i},

depicted as the dark shaded regions in Figure 2. Recall the defini-
tion of zi as max{yi | y ∈ P, yj > xj for all j 6= i} or, if this set
is empty, zi = 0. The event z � z′ means that for each dimension
i we have zi 6 z′i, i.e., that there is no point y ∈ P in Si. Note
in Figure 2 that these regions are smaller simplices inside ∆. In-
deed, consider for y ∈ ∆ the point ŷ defined by ŷi := yi − z′i and

Figure 2: This figure shows the simplex ∆3, a point x (the center point)
and a point set P (all other points). Our algorithm to compute CONP (x)
first constructs the point z. The points defining z are the ones incident
to the dark shaded regions. Note that the dark shaded regions are free
of points (by definition of z). The points that end up in the subproblem
Ix,P are the points contained in the light shaded regions.

ŷj := yj − x′j for j 6= i. Then y is contained in Si iff ŷ lies in the
set{

(a1 . . . , ad) ∈ Rd>0

∣∣∣ ∑
j

aj = 1− z′i −
∑
j 6=i

x′j , ai 6= 0
}
.

Note that for a uniformly random point in ∆ the probability of
falling in the above set is the same as the probability of falling
in the following simplex, as yi = z′i (or ai = 0) happens with
probability 0:

(1− z′i −
∑
j 6=i

x′j)∆ = (x′i − z′i)∆,

i.e., the simplex with sidelength x′i − z′i. Note that the relative
volume of (x′i − z′i)∆ in ∆ is (x′i − z′i)d−1 (since ∆ is a (d− 1)-
dimensional object). Thus, the probability of a uniformly random
point on the simplex to fall into one of the sets Si is

d∑
i=1

(x′i − z′i)d−1,

and the probability of n points not to fall into one of the Si is

(
1−

d∑
i=1

(x′i − z′i)d−1
)n
.

Since this is equal to the probability of the event z � z′ (condi-
tioned on x = x′), this finishes the proof.

Now that we know the distribution of z, let x and z be fixed.
Then we can show that |Ix,P | is stochastically dominated by a bi-
nomial random variable Bin(n, p) for some probability p, |Ix,P | �
Bin(n, p), as shown by the following lemma.

LEMMA 5. Let x′ ∈ ∆, z′ ∈ Bx′ . Conditioned on x = x′ and
z = z′, we have

|Ix,P | � Bin(n, p),
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where

p =
( d∑
i=1

x′i − z′i
)d−1

.

In particular, for k ∈ N we have

Ex[|Ix,P |k | x = x′, z = z′] 6 Ex[Bin(n, p)k].

Proof. Conditioned on x = x′ and z = z′ we want to estimate
the distribution of |Ix,P |, the number of points in P that strictly
dominate z. Note that by specifying z we have already fixed up to
d points, namely the ones that define the zi. There are less than n
points left that may be counted in |Ix,P |. By definition of z, none
of these points may be contained in one of the sets

Si := {y ∈ ∆ | yi > z′i and yj > x′j for all j 6= i},

1 6 i 6 d, depicted as the dark shaded regions in Figure 2. Thus,
they are uniformly i.i.d. over the set ∆ \

⋃d
i=1 Si. Such a point

belongs to Ix,P only if it is contained in the set

T := {y ∈ ∆ | yi > zi for all 1 6 i 6 d}.

Note that T is a simplex of sidelength 1−
∑
j zj inside ∆. Indeed,

a point y is in T iff y − z is in the simplex{
(a1, . . . , ad) ∈ Rd>0

∣∣∣ ∑
j

aj = 1−
∑
j

zj
}
.

Since such a simplex is a (d − 1)-dimensional object, the relative
volume of T in ∆ is (1−

∑
j zj)

d−1. Similarly, one can show that
the relative volume of Si in ∆ is (xi−zi)d−1. Thus, the probability
of a uniform point in ∆ \

⋃d
i=1 Si to lie in T \

⋃d
i=1 Si is

(1−
∑
i zi)

d−1 −
∑
i(xi − zi)

d−1

1−
∑
i(xi − zi)d−1

.

Using b−a
c−a 6 b

c
for a 6 b 6 c, we can bound this probability by

6
(

1−
∑
i

zi
)d−1

=
(∑

i

xi − zi
)d−1

= p.

Since the points are i.i.d., we get that |Ix,P | is stochastically domi-
nated by Bin(n, p).

Since both random variables are positive, the second claim fol-
lows directly from the stochastic dominance.

Furthermore, we have to bound the moments of binomial random
variables.

LEMMA 6. For any n, k ∈ N and p ∈ [0, 1] we have

Ex[Bin(n, p)k] 6 kk+1(1 + (np)k).

Proof. We can write Bin(n, p) as a sum of n i.i.d. Bernoulli ran-
dom variables Xi with Pr[Xi = 1] = p,

Bin(n, p) =

n∑
i=1

Xi.

This yields

Ex[Bin(n, p)k] = Ex
[( n∑

i=1

Xi
)k]

=
∑

j1,...,jk∈[n]

Ex[Xj1 · · ·Xjk ].

For a particular summand Ex[Xj1 · · ·Xjk ], let i1 < . . . < i`
be the different values taken by j1, . . . , jk, i.e., {i1, . . . , i`} =

{j1, . . . , jk}. Since the Xi are indicator random variables, and
since they are i.i.d., we have

Ex[Xj1 · · ·Xjk ] = Ex[Xi1 · · ·Xi` ] = Ex[X1 · · ·X`] = p`.

Now, how many summands Ex[Xj1 · · ·Xjk ] reduce to p` as above?
There are

(
n
l

)
6 n` ways to choose i1, . . . , i`. We roughly bound

the number of ways to distribute i1, . . . , i` over j1, . . . , jk by `k 6
kk. This yields

Ex[Bin(n, p)k] 6
k∑
`=1

kk(np)`

6 kk+1 max{1, (np)k} 6 kk+1(1 + (np)k).

Recall that we want to analyze Ex[|Ix,P |k] by first choosing x
uniformly at random in the simplex, then sampling z according to
the right distribution conditioned on x, and analyze |Ix,P | condi-
tioned on x and z. In other words, we want to compute

Ex[|Ix,P |k] =

∫
∆

Pr[x = x′]

∫
Bx′

Pr[z = z′ | x = x′]

· Ex[|Ix,P |k | x = x′, z = z′]dz′dx′.

Lemma 5 allows to bound

Ex[|Ix,P |k | x = x′, z = z′] 6 Ex[Bin(n, p)k | x = x′, z = z′],

where

p :=
(∑

i

x′i − z′i
)d−1

. (3)

Applying Lemma 6, this can be simplified to

Ex[|Ix,P |k | x = x′, z = z′] 6 kk+1(1 + (np)k).

Note that the summand kk · 1 on the above right hand side simply
contributes kk+1 to the overall integral. The remainder is

kk+1nk
∫

∆

Pr[x = x′]

∫
Bx′

Pr[z = z′ | x = x′] · pkdz′dx′,

where p is dependent on x and z as given by equation (3). We
bound

pk 6 dk(d−1) max
i
{(x′i − z′i)d−1}k

6 dk(d−1)
∑
i

(x′i − z′i)k(d−1),

and get, conditioned on x = x′,∫
Bx′

Pr[z = z′ | x = x′]pkdz′

6 dk(d−1)
d∑
i=1

∫
Bx′

Pr[z = z′ | x = x′](x′i − z′i)k(d−1)dz′.

Since the inner part of this integral is independent of zj , j 6= i, this
simplifies to

dk(d−1)
d∑
i=1

∫ x′i

0

Pr[zi = z′i | x = x′](x′i − z′i)k(d−1)dz′i.

We can calculate this term, since we know the distribution of z
(and, thus, zi) by Lemma 4.
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LEMMA 7. Let x′ ∈ ∆. Conditioned on x = x′, we have∫ x′i

0

Pr[zi = z′i | x = x′](x′i − z′i)k(d−1)dz′i 6
kk

nk
.

This allows to simplify∫
Bx′

Pr[z = z′ | x = x′]pkdz′ 6 dk(d−1) · d k
k

nk
.

In total, this yields the bound

Ex[|Ix,P |k] 6 kk+1

(
1 + nk

∫
∆

Pr[x = x′]dk(d−1)d
kk

nk
dx′
)

6 2k2k+1dk(d−1)+1 = dO(d2),

finishing the proof of Lemma 3.

Proof of Lemma 7. Partial integration yields∫ x′i

0

Pr[zi = z′i | x = x′](x′i − z′i)k(d−1)dz′i

=
[

Pr[zi 6 z′i | x = x′](x′i − z′i)k(d−1)
]x′i

0

+ k(d− 1)

∫ x′i

0

Pr[zi 6 z′i | x = x′](x′i − z′i)k(d−1)−1dz′i.

Note that the first summand of this is at most 0, since plugging
in x′i for z′i it evaluates to 0 and plugging in 0 it evaluates to a
non-negative value. On the other hand, by Lemma 4 the second
summand equals

k(d− 1)

∫ x′i

0

(1− (x′i − z′i)d−1)n(x′i − z′i)k(d−1)−1dz′i.

Substituting u := (x′i−z′i)d−1 with du
dz′i

= −(d−1)(x′i−z′i)d−2,
this is equal to

k

∫ x′d−1
i

0

(1− u)nuk−1du

6 k

∫ 1

0

(1− u)nuk−1du.

The right hand side is known, as the integrand is a Bernstein poly-
nomial, and evaluates to

k
n!(k − 1)!

(n+ k)!
6
kk

nk
,

finishing the proof.

6. CONCLUSION
We have shown that HYP can be solved on average in time
O(dd

2/2 n+ dn2) while nΩ(d) is necessary in the worst-case (as-
suming the exponential time hypothesis). This proves an exponen-
tial gap between the average and worst-case complexity of HYP. As
the algorithmic framework presented in Section 3 is very similar to
the WFG algorithm [37] (cf. the discussion at the end of Section 3),
this gives a theoretical explanation why its empirical runtime on
random instances is much better than its worst-case bound.

Traditionally the best asymptotic runtime was obtained by the
algorithm of Overmars and Yap [33]. However, this algorithm de-
viates significantly from the two step structure of an Algorithm B
as described in Theorem 1 and Pseudocode 1. In fact, the algorithm
of Overmars and Yap might not only have runtime Ω(nd/2 log(n))

in the worst-case, but also on average. This explains why vari-
ous hypervolume heuristics were able to outperform the algorithm
of Overmars and Yap on random instances. Though Theorem 2
presents an algorithm with average-case runtimeO(n2) for all con-
stant d, the involved constants can get very large. We do not expect
to get much tighter bounds for Algorithm B (cf. Pseudocode 1) to
improve Theorem 1. However, other algorithmic approaches might
yield smaller constants like 2O(d) or logO(d) n, or possibly even a
polynomial time average-case algorithm. Russo and Francisco [34]
recently published a draft where they announce an algorithm with
average-case runtime O(dn1.1 logd(n)). Unfortunately, neither a
description of the algorithm nor a proof is currently available. It
would be interesting whether there are algorithms which avoid the
expensive test for domination and reach an average case runtime of
O(n) for any fixed d. We hope that such an algorithm can be found
that is fast, both practically and theoretically in the average case.
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