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Abstract

Optical character recognition (OCR) systems perfor-

mance have improved significantly in the deep learning

era. This is especially true for handwritten text recogni-

tion (HTR), where each author has a unique style, unlike

printed text, where the variation is smaller by design. That

said, deep learning based HTR is limited, as in every other

task, by the number of training examples. Gathering data is

a challenging and costly task, and even more so, the label-

ing task that follows, of which we focus here. One possible

approach to reduce the burden of data annotation is semi-

supervised learning. Semi supervised methods use, in ad-

dition to labeled data, some unlabeled samples to improve

performance, compared to fully supervised ones. Conse-

quently, such methods may adapt to unseen images during

test time.

We present ScrabbleGAN, a semi-supervised approach

to synthesize handwritten text images that are versatile both

in style and lexicon. ScrabbleGAN relies on a novel gener-

ative model which can generate images of words with an

arbitrary length. We show how to operate our approach

in a semi-supervised manner, enjoying the aforementioned

benefits such as performance boost over state of the art su-

pervised HTR. Furthermore, our generator can manipulate

the resulting text style. This allows us to change, for in-

stance, whether the text is cursive, or how thin is the pen

stroke.

1. Introduction

Documentation of knowledge using handwriting is one

of the biggest achievements of mankind: the oldest writ-

ten records mark the transition from prehistory into history,

and indeed, most evidence of historic events can be found

in handwritten scripts and markings. Handwriting remained

the dominant way of documenting events and data well after

Gutenberg’s printing press in the mid-1400s. Both print-

ing and handwriting are becoming somewhat obsolete in

Corresponding author: shafog@amazon.com
§ work done while working at Amazon.

Figure 1: The word “Supercalifragilisticexpialidocious”

(34 letters) from the movie “Mary Poppins” written in dif-

ferent styles using our network. Note that some of these

styles are cursive.

the digital era, when courtroom stenographers are being re-

placed by technology [4], further, most of the text we type

remains in digital form and never meets a paper.

Nevertheless, handwritten text still has many applica-

tions today, a huge of amount of handwritten text has ac-

cumulated over the years, ripe to be processed, and still

continues to be written today. Two prominent cases where

handwriting is still being used today are healthcare and fi-

nancial institutions. There is a growing need for those to

be extracted and made accessible, e.g. by modern search

engines. While modern OCRs seem to be mature enough

to handle printed text [18, 19], handwritten text recognition

(HTR) does not seem to be on par. We attribute this gap to

both the lack of versatile, annotated handwritten text, and

the difficulty to obtain it. In this work, we attempt to ad-

dress this gap by creating real-looking synthesized text, re-

ducing the need for annotations and enriching the variety of

training data in both style and lexicon.

Our contributions are threefold; First, we present a

novel fully convolutional handwritten text generation archi-

tecture, which allows for arbitrarily long outputs. This is in

contrast to the vast majority of text related solutions which
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Figure 2: Architecture overview for the case of generating the word “meet”. Right: Illustration of the entire ScrabbleGAN

architecture. Four character filters are concatenated ( fe is used twice), multiplied by the noise vector z and fed into the

generator G. The resulting image is fed into both the discriminator D and the recognizer R , respectively promoting style

and data fidelity. Left: A detailed illustration of the generator network G, showing how the concatenated filters are each

fed into a class-conditioned generator, where the resulting receptive fields thereof are overlapping. This overlap allows for

adjacent characters to interact, enabling cursive text, for example.

rely on recurrent neural networks (RNN). Our approach is

able to generate arbitrarily long words (e.g., see Figure 1) or

even complete sentences altogether. Another benefit of this

architecture is that it learns character embeddings without

the need for character level annotation. Our method’s name

was chosen as an analogy between the generation process to

the way words are created during the game of Scrabble, i.e.

by concatenating some letter-tokens together into a word.

Second, we show how to train this generator in a semi-

supervised regime, allowing adaptation to unlabeled data in

general, and specifically to the test time images. To the best

of our knowledge, this is the first use of unlabeled data to

train a handwritten text synthesis framework. Finally, we

provide empirical evidence that the training lexicon matters

no less than the richness of styles for HTR training. This

fact emphasizes the advantage of our method over ones that

only warp and manipulate the training images.

2. Previous Work

Handwriting text recognition can be seen as a specific

case of optical character recognition (OCR). This is a well

studied topic, in the in-depth survey [31], HTR approaches

are divided into online and offline methods, which differ by

the type of data they consume: Online methods have ac-

cess to the pen location as the text is being written, and

hence can disambiguate intersecting strokes. Offline meth-

ods, conversely, have access only to the final resulting text

image (i.e. rasterized), possibly also in the presence of some

background noise or clutter. Clearly, online methods have

a strict advantage over their offline counterparts in terms

of data quality, but require additional equipment (such as a

touchscreen) to capture pen stroke data. Hence, online data

is harder to create in large quantities, especially in a natural

setting. Furthermore, these methods are unsuitable for his-

toric manuscripts and markings which are entirely offline.

For this reason, we chose to focus on offline methods and

leave online methods out of the scope for this manuscript.

Modern HTR methods harness the recent advancements

in deep networks, achieving top performance on most,

if not all, modern benchmarks. Many of these methods

are inspired by the convolutional recurrent neural network

(CRNN) architecture, used originally for scene text recog-

nition by Shi et al. [35]. Poznanski et al. [32] used a CNN

to estimate the n-grams profile of an image and match it to

the profile of an existing word from a dictionary. PHOCNet

by Sudholt et al. [36] extended the latter by employing a

pyramidal histogram of characters (PHOC), which was used

mainly for word spotting. Suerias et al. [37] used an ar-

chitecture inspired by sequence to sequence [38], in which

they use an attention decoder rather than using the CRNN
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