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#### Abstract

We revisit the problem of optimizing a fitness function of unknown dimension; that is, we face a function defined over bit-strings of large length $N$, but only $n \ll N$ of them have an influence on the fitness. Neither the position of these relevant bits nor their number is known. In previous work, variants of the $(1+1)$ evolutionary algorithm (EA) have been developed that solve, for arbitrary $s \in \mathbb{N}$, such OneMax and LeadingOnes instances, simultaneously for all $n \in \mathbb{N}$, in expected time $\quad O\left(n(\log (n))^{2} \log \log (n) \ldots \log ^{(s-1)}(n)\left(\log ^{(s)}(n)\right)^{1+\varepsilon}\right) \quad$ and $O\left(n^{2} \log (n) \log \log (n) \ldots \log ^{(s-1)}(n)\left(\log ^{(s)}(n)\right)^{1+\varepsilon}\right)$, respectively; that is, in almost the same time as if $n$ and the relevant bit positions were known.

In this work, we prove the first, almost matching, lower bounds for this setting. For LeadingOnes, we show that, for every $s \in \mathbb{N}$, the $(1+1)$ EA with any mutation operator treating zeros and ones equally has an expected run time of $\omega\left(n^{2} \log (n) \log \log (n) \ldots \log ^{(s)}(n)\right)$ when facing problem size $n$. Aiming at closing the small remaining gap, we realize that, quite surprisingly, there is no asymptotically best performance. For any algorithm solving, for all $n$, all instances of size $n$ in expected time at most $T(n)$, there is an algorithm doing the same in time $T^{\prime}(n)$ with $T^{\prime}=o(T)$. For OneMax we show results of similar flavor.
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## 1 INTRODUCTION

We regard how well one can optimize small problems that are hidden in larger representations. Our aim is to design algorithms that on each such small problem have a performance comparable to the one that could be obtained with similar algorithms when the location of the small problem would be known. This line of research was started in [3] and extended in [4].

To model this kind of problem, we assume that we have a large search space $\{0,1\}^{N}$ consisting of all bit strings of length $N$. The objective function $f$ that we want to optimize, however, depends only on a small subset of the bit positions; that is, there is a set $I \subseteq[1 . . N]:=\{1, \ldots, N\}$ such that $f(x)=f\left(x_{\mid I}\right)$ for all $x \in\{0,1\}^{N}$, where we write $x_{\mid I}$ to denote the bit string composed of only those positions $i$ with $i \in I$. We call $n:=|I|$ the relevant size of our optimization problem. We regard two models of uncertainty.
(1) Initial segment uncertainty model: We assume that $I$ is an initial segment of $[1 . . N]$, that is, that $I=[1 . . n]$ for some $n \leq N$. This model was proposed and investigated in [3]; it is motivated there by applications in the design of testing sequences for finite state machines [7]. For the initial segment uncertainty model, evolutionary algorithms employing position-dependent mutation rates have been shown to give a good performance [3, 4].
(2) Unrestricted uncertainty model: In this model, we allow $I$ to be an arbitrary subset of $[1 . . N]$ having cardinality $n=|I| \leq N$. Since position-dependent mutation rates cannot reasonably cope with such problems, it was posed as open problem in [3] whether there are evolutionary algorithms that can deal with this stronger type of uncertainty. This was answered affirmatively in [4], where it was shown that choosing the mutation rate in each iteration randomly according to a suitable distribution can give a good performance.
The results obtained in [3, 4], roughly speaking, show the following. The $(1+1)$ EA with suitable position-dependent mutation rates or suitable random mutation rates finds the optimum of any Onemax or LeadingOnes problem of (unknown) length $n$ in the initial segment model in an expected optimization time (number of fitness evaluations) of $O\left(n(\log (n))^{2+\varepsilon}\right)$ and $O\left(n^{2}(\log (n))^{1+\varepsilon}\right)$, respectively. This is only by a factor of $O\left((\log (n))^{1+\varepsilon}\right)$ slower than the performance of the $(1+1)$ EA on Onemax or LeadingOnes when the relevant bits are known to the algorithms. The same results hold in the unrestricted uncertainty model when the $(1+1)$ EA with a suitable random mutation rate is used. Note that in the initial segment model, we assume that the set of LeadingOnes instances is not invariant under permutation, that is, for a fixed $n$ there is just the usual LeadingOnes instance measuring the largest segment
$[1 . . i] \subseteq[1 . . n]$ that contains only 1-bits. For the unrestricted model, we assume that the LeadingOnes instance is implemented on the set $I$ of relevant bits in an arbitrary ordering of the bit positions.

These results show that the same performance can be achieved in the initial segment uncertainty model (using either positiondependent or random mutation rates) and the unrestricted model (using random mutation rates). Since the unrestricted model contains the initial segment model as a very small subcase (one OneMax and LeadingOnes instance of size $n$ instead of $\binom{N}{n} \geq(N / e n)^{n}$ Onemax and $n!\binom{N}{n}$ LeadingOnes instances), these results raise the question if one can obtain a superior performance from using position-dependent mutation rates in the much more restricted initial segment uncertainty model.

In this work, we show the first non-trivial lower bounds for unknown solution length problems. With the exception of the optimization of Onemax via position-dependent mutation rates in the initial segment uncertainty model, our bounds show that the run time analyses in [4] are very tight (e.g., up to an $O\left(\log ^{(s)}(n)\right)$ factor for arbitrary $s \in \mathbb{N}$; here we denote by $\log ^{(s)}$ the $s$-fold iterated logarithm of $n$ ). This in particular implies that for the LeadingOnes problem, not much can be gained by using positiondependent mutation rates in the heavily restricted initial segment model. Much stronger than that, we show that the $(1+1)$ EA with any mutation operator that treats zeros and ones symmetrically, that is, that uses an arbitrary distribution on the subsets of [1..N], selects a random subset according to this distribution, and then flips exactly the bits in this set, cannot obtain a better performance in either the initial segment or the unrestricted model than the $(1+1)$ EA with position-dependent rates (in the initial segment model) or the $(1+1)$ EA with random mutation rates (in either model). This shows in a very strong sense that the two uncertainty models are equally difficult when optimizing LeadingOnes.

We said above that we have very good lower bounds. We would have liked to claim that we have matching upper and lower performance bounds. We cannot do so, as we observe a curiosity of this optimization under uncertainty problem: There is no asymptotically best performance. More precisely, for any function $T: \mathbb{N} \rightarrow \mathbb{N}$ such that there is an algorithm solving LeadingOnes instances with unknown length $n$ in expected time at most $T(n)$, there is a function $T^{\prime}: \mathbb{N} \rightarrow \mathbb{N}$ such that $T^{\prime}=o(T)$ and there is an algorithm solving LeadingOnes instances with unknown length $n$ in expected time at most $T^{\prime}(n)$.

For the case of OneMax we get an analogous result for the unrestricted uncertainty model: any choice of distribution $Q$ over bit flip probabilities can be improved with a distribution $Q^{\prime}$ so that using bit flip probabilities chosen from $Q^{\prime}$ lead to an asymptotically better run time than using those chosen from $Q$. For the case of the initial segment uncertainty model it continues to be open whether there is an optimal run time, or whether there are lower bounds similar to those for LeadingOnes.

## 2 PROBLEM SETTING, ALGORITHMS, AND SUMMABLE SEQUENCES

We use this section to fix the notation used in the remainder, to make precise the models of uncertainty, to recall the definitions
of the algorithms regarded, and to recall a few basic facts about summable sequences.

### 2.1 Basic Notation, Summability, OneMax, and LeadingOnes

The basic notation we use is standard. We write $\mathbb{N}$ to denote the positive integers. We write $[a . . b]$ to denote the set of integers not less than $a$ and not larger then $b$. We abbreviate $[n]:=[1 . . n]$.

For each $b>1, j \in \mathbb{N} \geq 2$, and $r>0$ we set

$$
\log _{b}^{(j)}(r):= \begin{cases}\log _{b}\left(\log _{b}^{(j-1)}(r)\right), & \text { if } \log ^{(j-1)}(r) \geq b \\ 1, & \text { otherwise }\end{cases}
$$

where $\log _{b}^{(1)}(r):=\log _{b}(r)$ if $r \geq b$ and $\log _{b}^{(1)}(r):=1$ otherwise. When the subscript $b$ indicating the base of the logarithm is omitted, it can be assumed to be equal to two.

A sequence $\vec{p}$ is a mapping $\vec{p}: \mathbb{N} \rightarrow \mathbb{R}$, which equivalently can be written as $\vec{p}=\left(p_{n}\right)_{n \in \mathbb{N}}$. We alternate between these two notations. A sequence $\vec{p}=\left(p_{n}\right)_{n \in \mathbb{N}}$ is said to be monotonically decreasing if for all $n \in \mathbb{N}$ it holds that $p_{n} \geq p_{n+1}$. It is summable if the sequence $\left(S_{n}\right)_{n \in \mathbb{N}}$ of partial sums of absolute values $S_{n}:=\sum_{i=1}^{n}\left|p_{i}\right|$ converges.

We are mostly interested in the asymptotic behavior of our algorithms. We therefore use a lot Landau's big- and small-Oh notation. For convenience, we write $\vec{p}=o(\vec{q})$ instead of $p(n)=o(q(n))$ whenever the variable $n$ is clear from the context.

We regard in this work the two well-known fitness functions OneMax and LeadingOnes, which, for given $n$, assign to each bit string $x \in\{0,1\}^{n}$ the number of ones in $x$ and the number of initial ones before the first zero entry, respectively; that is, $\mathrm{Om}(x):=$ $\sum_{i=1}^{n} x_{i}$, and $\operatorname{Lo}(x):=\max \left\{i \in[0 . . n] \mid \forall j \leq i: x_{j}=1\right\}$.

### 2.2 Models of Uncertainty

The focus of our work is on how evolutionary algorithms optimize objective functions that only depend on a small subset of the decision variables. Hence we assume that there is a large search space $\{0,1\}^{N}$, but our objective function $f$ can be written as $f(x)=\tilde{f}\left(x_{\mid I}\right)$ for some subset $I \subset[1 . . N]$ with $n:=|I| \ll N$ and some function $\tilde{f}:\{0,1\}^{I} \rightarrow \mathbb{R}$.

It turns out that the dimension $N$ of the large search space is not very relevant for our results. For this reason, as in previous works, we assume that the large search space is in fact $\{0,1\}^{\mathbb{N}}$, that is, the set of all infinite binary sequences. Since the complexity measure we regard is the number of fitness evaluations (and not the number of elementary operations as in classic algorithmics), this expansion of the outer search space has no influence on our run time statements.

We then regard two models of uncertainty about the location of the relevant part of the problem instance. To remain consistent with previous works, we call both a model of unknown solution length despite the fact that in the second model also the relevant bit positions are unknown.

Initial segment uncertainty: We assume that the set $I$ of relevant bits is an initial segment $[1 . . n]$ of the outer space $\{0,1\}^{\mathbb{N}}$. The number $n$ is not known to the algorithm. When regarding LeadingOnes as fitness function $f$, we assume that $f$ respects the
usual order of the bit-positions, that is, $f(x)=\max \{i \in[0 . . n] \mid$ $\left.\forall j \leq i: x_{j}=1\right\}$.

Unrestricted uncertainty: We assume that the set $I$ of relevant bits is any subset of $\mathbb{N}$ of cardinality $|I|=n$. Neither $n$ nor $I$ is known to the algorithm. When regarding the LeadingOnes fitness function, we do not assume that it respects the natural order of the bits. Hence the problem instance is described by $I$ and a bijective mapping $\sigma:[1 . . n] \rightarrow I$ such that $f(x)=\max \{i \in[0 . . n] \mid \forall j \leq i:$ $\left.x_{\sigma(j)}=1\right\}$.

### 2.3 Evolutionary Algorithms for Dealing With Unknown Solution Lengths

We now present two ways how evolutionary algorithms can deal with unknown solution length scenarios. Both are based on modifying the mutation operator. Hence in principle, our ideas can be used in conjunction with any evolutionary algorithm in which mutation is used with significant probability. Nevertheless, to keep things simple and to not obscure the main ideas, we restrict ourselves to the $(1+1)$ EA.

The first idea, which makes sense only for the initial segment uncertainty model, is to use position-dependent mutation rates [3]. For a given sequence $\vec{p}: \mathbb{N} \rightarrow[0,1]$, the $(1+1) \mathrm{EA}_{\vec{p}}$ (cf. Algorithm 1) is a standard (1+1) EA except that in the mutation step the offspring is generated from flipping each bit position $i$ independently with position-dependent probability $p_{i}$.

```
Algorithm 1: The \((1+1) \mathrm{EA}_{\vec{p}}\) with position dependent mu-
tation rates \(\left(p_{i}\right)_{i \in \mathbb{N}}\) to maximize a pseudo-Boolean function
\(f:\{0,1\}^{\mathbb{N}} \rightarrow \mathbb{R}\) with finite number of relevant bits.
    Initialization: Sample \(x \in\{0,1\}^{\mathbb{N}}\) uniformly at random and
    compute \(f(x)\);
    Optimization: for \(t=1,2,3, \ldots\) do
        \(y \leftarrow x ;\)
        for \(i \in \mathbb{N}\) do with probability \(p_{i}\) set \(y_{i} \leftarrow 1-x_{i}\);
        compute \(f(y)\);
        if \(f(y) \geq f(x)\) then \(x \leftarrow y\);
```

The second idea to overcome the challenges of an unknown solution length scenario, in particular, in the unrestricted uncertainty model, is to use a random mutation rate sampled independently in each iteration from a suitable distribution [4]. More precisely, let $Q$ be a probability distribution over $[0,1]$. For the ease of presentation, we restrict ourselves to discrete distributions. Then the $(1+1) \mathrm{EA}_{Q}$ (see Algorithm 2 for the pseudocode) is again the classic $(1+1)$ EA with the sole exception that in each iteration $t$ a mutation rate $p_{t}$ is sampled from $Q$ and then the offspring is generated from the parent individual by flipping each bit independently with probability $p_{t}$, that is, by performing standard bit mutation with mutation rate $p_{t}$.

In this work, as already in [4], we will mostly work with distributions $Q$ that are concentrated on the values $\{1 / i \mid i \in \mathbb{N}\}$. These are most conveniently described via a probability distribution $\left(p_{n}\right)_{n \in \mathbb{N}}$ on $\mathbb{N}$, that is, via a sequence $\vec{p}$ in $[0,1]$ such that $\sum_{n=1}^{\infty} p_{n}=1$, and then taking $\operatorname{Pr}_{Q(\vec{p})}(1 / i)=p_{i}$. For convenience,
we shall allow arbitrary summable sequences $\vec{p}$ in $[0,1]$ and then set $\operatorname{Pr}_{Q(\vec{p})}(1 / i)=p_{i} / \sum_{n \in \mathbb{N}} p_{n}$.

```
Algorithm 2: The (1+1) \(\mathrm{EA}_{Q}\) with mutation rate distribution
\(Q\) maximizing a pseudo-Boolean function \(f:\{0,1\}^{\mathbb{N}} \rightarrow \mathbb{R}\)
depending only on a finite number of bits.
    \({ }_{1}\) Initialization: Sample \(x \in\{0,1\}^{\mathbb{N}}\) uniformly at random and
    compute \(f(x)\);
    Optimization: for \(t=1,2,3, \ldots\) do
        \(y \leftarrow x\);
        Sample \(p_{t}\) from \(Q\);
        for \(i \in \mathbb{N}\) do with probability \(p_{t}\) set \(y_{i} \leftarrow 1-x_{i}\);
        compute \(f(y)\);
        if \(f(y) \geq f(x)\) then \(x \leftarrow y\);
```


### 2.4 Previous Results

The research question how to deal with unknown solution lengths was initiated in [3] and was motivated with the problem of finding unique input-output sequences. [3] only regards the initial segment uncertainty model. In addition, it is assumed that the unknown solution length $n$ follows a truncated geometric distribution with mean $\Theta(q)$. In this situation, it is shown that the $(1+1) \mathrm{EA}_{\vec{p}}$ with $p_{i}=1 /(i+1)$ gives an expected run time of $O\left(q^{-2} \log N\right)$ for a Onemax instance with unknown solution length and of $O\left(q^{-3}\right)$ for such a LeadingOnes instance. Here $N$ is again the dimension of the outer search space and the expectation is taken in the product space of random instance length and random decisions of the algorithm. In [4], these expected run times were improved to $O\left(q^{-1} \log \left(q^{-1}\right)\right)$ and $O\left(q^{-2}\right)$, respectively.

However, it was also noted that the truncated geometric distribution is relatively strongly concentrated, so the assumption on the unknown solution length to follow such a distribution might be too strong in applications. Therefore, in [4] we adopted a worst-case view, that is, we tried to find algorithms that for each possible length $n$ give a performance close to the performance that the ( $1+1$ ) EA on instances of this length has. Interestingly, this is possible.

In the initial segment uncertainty model, when taking a position dependent mutation rate $\vec{p}$ with $p_{i}=\Theta\left(1 /\left(i(\log (i))^{1+\varepsilon}\right)\right)$ and the implicit constant small enough, then the $(1+1) \mathrm{EA}_{\vec{p}}$ finds the optimum of a OneMax instance of length $n$ in time $O\left(n(\log (n))^{2+\varepsilon}\right)$ and solve the LeadingOnes instance of length $n$ in time $O\left(n^{2}(\log (n))^{1+\varepsilon}\right)$. Note that this is only a factor of $O\left((\log (n))^{1+\varepsilon}\right)$ slower than the run times on instances of known length $n$.

These results can be improved by taking a sequence $\vec{p}$ that is summable, but decreases slower. If for some $s \in \mathbb{N}$ we have $p_{i}^{(s)}=\Theta\left(1 / i \log (i) \log ^{(2)}(i) \ldots\left(\log ^{(s)}(i)\right)^{1+\varepsilon}\right)$, again with the implicit constant small enough, then these run times improve to $O\left(n(\log (n))^{2} \log ^{(2)}(n) \ldots \log ^{(s-1)}(n)\left(\log ^{(s)}(n)\right)^{1+\varepsilon}\right)$ and $O\left(n^{2} \log (n) \log ^{(2)}(n) \ldots \log ^{(s-1)}(n)\left(\log ^{(s)}(n)\right)^{1+\varepsilon}\right)$. For the most general result of [4], see Theorem 2.1 below.

In [3], the question was raised whether one can also reasonably well deal with problems in which not only the solution length, but also the relevant bit positions are unknown. This was answered
in [4] by proposing the $(1+1) \mathrm{EA}_{O}$ algorithm, which uses a random mutation rate in each iteration. When using a mutation rate of $1 / i$ with probability $\Theta(1 /(i \log i))$, here the implicit constant is determined by the normalization constraint that the probabilities have to add up to one, then any OneMax instance hidden on any $n$ bits is optimized in time $O\left(n(\log (n))^{2+\varepsilon}\right)$. Similarly, any LeadingOnes instance of length $n$, hidden on arbitrary $n$ bits and in any permuted way, is optimized in time $O\left(n^{2}(\log (n))^{1+\varepsilon}\right)$. Note that this uses the mutation rate distribution $Q(\vec{p})$ with $\vec{p}$ as above. If we use $Q\left(\vec{p}^{(s)}\right)$ as defined above, we obtain the improved run times given above, now again for instances hidden on any $n$ bits and in any permutation. These results raise the question to what extend the formally much harder problem of unrestricted uncertainty is algorithmically harder, a question we try to answer in the following.

The precise result shown in [4] is the following.
Theorem 2.1 ([4]). Let $\vec{p}=\left(p_{n}\right)_{n \in \mathbb{N}}$ be a monotonically decreasing summable sequence. Let $\sum:=\sum_{i=1}^{\infty} p_{i}$.
(1) Assume that $\Sigma<1$. Then the expected run time of the (1+1) $E A_{\vec{p}}$ on the OnEMAX instance of length $n$ in the initial segment uncertainty model is at most $\log n /\left(p_{n}(1-\Sigma)\right)=O\left(\log n / p_{n}\right)$. For LeadingOnes, the same run time is at most $n /\left(p_{n}(1-\Sigma)\right)=O\left(n / p_{n}\right)$.
(2) Let $Q:=Q(\vec{p})$ be the mutation rate distribution choosing the uniform bit flip probability $1 / i$ with probability $p_{i} / \Sigma$. Then the expected run time of the $(1+1) E A_{Q}$ on a ONEMAX instance of length n in the unrestricted uncertainty model is $O\left(\log n / p_{2 n}\right)$. For arbitrarily permuted LEADINGONES instances, this run time is $O\left(n / p_{2 n}\right)$.

### 2.5 Our Results

The similar performance which the two discussed algorithms display in the two very different uncertainty models raises the desire for lower bounds, which ideally answer the question if the weaker initial segment model allows for a better performance than the unrestricted model or not.

For the LeadingOnes problem, we answer this question with surprising precision: The $(1+1) \mathrm{EA}_{\vec{p}}$ and the $(1+1) \mathrm{EA}_{Q}$ have exactly the same performance in the initial segment model. For any $\vec{p}$ there is a $Q$ such that the $(1+1) \mathrm{EA}_{Q}$ for all $n \in \mathbb{N}$ solves the length- $n$ LeadingOnes instance with exactly the same run time distribution as the $(1+1) \mathrm{EA}_{\vec{p}}$, and vice versa. Since the $(1+1) \mathrm{EA}_{Q}$ treats all bit positions identically, it has the same performance on the unique LeadingOnes instance in the initial segment model as it has on all LeadingOnes instances in the unrestricted model. Consequently, no $(1+1) \mathrm{EA}_{\vec{p}}$ can have a performance in the initial segment model that is superior to a performance achievable with an $(1+1) \mathrm{EA}_{Q}$ in the unrestricted model.

We show further that this equivalence of the algorithms extends to a very general class of algorithms, which is a superclass of the previous two. Consider any probability distribution $\mathbb{P}$ on the subsets of $\mathbb{N}$. Let $(1+1) \mathrm{EA}_{\mathbb{P}}$ be the $(1+1)$ EA which in each iteration samples from $\mathbb{P}$ a set $X \subseteq \mathbb{N}$ of bit positions and then creates the offspring by flipping exactly these bits. The class of $(1+1) \mathrm{EA}_{\mathbb{P}}$ algorithms consists of all variants of the $(1+1)$ EA which use a static mutation operator choosing the bits to flip without regarding the parent individual. We show that for any of these algorithms there is a $(1+1) \mathrm{EA}_{\vec{p}}$ and a $(1+1) \mathrm{EA}_{Q}$ which have exactly the same performance on LeadingOnes in the initial segment model.

Consequently, to obtain a better performing algorithm than the three above, one would have to use a dynamic algorithm or one that chooses the mutation operator depending on the parent individual (this can obviously give an improvement, e.g., by using an operator that prefers flipping zeros to ones, but this seems very problemspecific).

The equivalence of these algorithms classes allows us to prove lower bounds for all of them simultaneously. We show that for all $s \in \mathbb{N}, \Omega\left(n^{2} \log (n) \log ^{(2)}(n) \ldots \log ^{(s)}(n)\right)$ is a lower bound for the performance of any of these algorithms on LeadingOnes instances of length $n$. This nearly matches the $O\left(n^{2} \log (n) \log ^{(2)}(n) \ldots \log ^{(s-1)}(n)\left(\log ^{(s)}(n)\right)^{1+\varepsilon}\right)$, $s \in \mathbb{N}$, upper bounds discussed in the previous subsection.

We have mildly tighter bounds that we will discuss in the following subsection, but we do not have asymptotically tight bounds. However, we have a good excuse for this. To our surprise, we observe that for the LeadingOnes problem there is no choice of the algorithm parameters giving an asymptotically best performance. Even stronger, there is no asymptotically best performance at all for these algorithms. For any $(1+1) \mathrm{EA}_{\vec{p}}$ solving the initial segment LeadingOnes problem of length $n$ in expected time $T(n)$, there is another $(1+1) \mathrm{EA}_{\vec{p}}$ with run time bound $T^{\prime}(n)$ such that $T^{\prime}=o(T)$. By the above equivalences, this holds analogously for the $(1+1) \mathrm{EA}_{Q}$ and $(1+1) \mathrm{EA}_{\mathbb{P}}$ algorithm classes.

For the OnEMAX problem all bit positions are treated symmetrically. We were able to exploit this and the fact that the unrestricted uncertainty model treats positions symmetrically in order to show a lower bound for this model. However, this approach does not carry over to the initial segment model, since here position dependent mutation probabilities come into play; we have to leave open what the exact bounds for this setting are. Our bound for the unrestricted uncertainty model matches the upper bound in a similar manner as for LeadingOnes, that is, no $(1+1)$ EA $_{Q}$ can have an expected run time of $O\left(n(\log (n))^{2} \log ^{(2)}(n) \ldots \log ^{(s)}(n)\right)$ on all length- $n$ ONEMAX instances.

### 2.6 Summable Sequences

Theorem 2.1 shows that the bounds for the $(1+1) \mathrm{EA}_{\vec{p}}$ and the $(1+1) \mathrm{EA}_{Q}$ proven in [4] all crucially depend on the underlying summable sequence $\vec{p}$. Such sequences will also play a crucial role in the remainder of this work. We therefore use this section to recall and prove a few basic facts about these sequences. We also recall and extend particular sequences regarded in [4].

We first note that the run time guarantees in Theorem 2.1 all decrease with increasing sequence $\vec{p}$. In the hope of finding best possible parameters for the $(1+1) E A_{\vec{p}}$ and the $(1+1) \mathrm{EA}_{Q}$ it is therefore natural to ask for a largest summable sequence $p$. The following statement shows that such a sequence does not exist. Such constructions are well known in the mathematics literature, our construction follows that of [1].

Theorem 2.2 (Folklore). For every summable sequence $\vec{p}$ := $\left(p_{n}\right)_{n \in \mathbb{N}}$ of positive terms $p_{n}>0$ there exists a summable sequence $\vec{q}:=\left(q_{n}\right)_{n \in \mathbb{N}}$ such that $\vec{q}=\omega(\vec{p})$.

A corresponding statement for non-summable sequences exists, i.e., for every non-summable sequence $\vec{p}$ there exists another
non-summable sequence $\vec{q}$ such that $\vec{q}=o(\vec{p})$. In both cases the sequence $\vec{q}$ can be chosen in a way that the expected run time of the corresponding $(1+1) \mathrm{EA}_{\vec{p}}$ and $(1+1) \mathrm{EA}_{\vec{q}}$ satisfy $\mathrm{E}\left[T_{\vec{q}}\right]=o\left(\mathrm{E}\left[T_{\vec{p}}\right]\right)$ Since this result also follows from Theorem 3.8 below, we do not prove these statements explicitly.
2.6.1 Sequences Based on Iterated Logarithms. In [4], sequences of iterated logarithms were shown to yield good performance guarantees for the $(1+1) \mathrm{EA}_{\vec{p}}$ and the $(1+1) \mathrm{EA}_{Q}$ on LeadingOnes and OneMax. We present here a generalized version of these sequences, which will be used later on to derive lower bounds for the performance of best-possible $(1+1)$ EA- and RLS-type algorithms in unknown solution length environments.

For every $b>1, \varepsilon \geq 0, r>0$, and all positive integers $s$ set

$$
\begin{equation*}
p_{b}^{s, \varepsilon}(r):=1 /\left(r\left(\log _{b}^{(s)}(r)\right)^{1+\varepsilon} \prod_{j=1}^{s-1} \log _{b}^{(j)}(r)\right) \tag{1}
\end{equation*}
$$

It was noted in [4] and shown, for example, in Hardy [6, page 48] that for every $\varepsilon>0$ and every $s \geq 1$ the sequence $\left(p_{2}^{s, \varepsilon}(n)\right)_{n \in \mathbb{N}}$ is summable. Hardy also mentions that for all $s$ the sequence $\left(p_{2}^{s, 0}(n)\right)_{n \in \mathbb{N}}$ is not summable; he attributes this result to De Morgan and Bertrand. From this, we easily get the following result.

Lemma 2.3. Let $b>1$ and let $\vec{p}$ be a summable sequence of positive terms $0<p_{n}<1$. Then, for all $s \in \mathbb{N}, 1 / p_{n}=\omega\left(1 / p_{b}^{s, 0}(n)\right)$; i.e., $1 / p_{n}=\omega\left(n \log _{b}(n) \log _{b}^{(2)}(n) \ldots \log _{b}^{(s)}(n)\right)$.

A natural question arising from the construction in (1) is the summability of those sequences in which the iterated logarithms in the denominator are not interrupted; that is, of the sequences $\left(p_{b}^{\infty}(n)\right)_{n \in \mathbb{N}}$ with elements

$$
\begin{equation*}
p_{b}^{\infty}(n):=1 /\left(n \prod_{j=1}^{\infty} \log _{b}^{(j)}(n)\right) \tag{2}
\end{equation*}
$$

It is known in the mathematics literature that the summability of the sequence $\left(p_{b}^{\infty}(n)\right)_{n \in \mathbb{N}}$ crucially depends on the base $b$ of the logarithm. Indeed, using Cauchy's condensation test, one can show the following.

Lemma 2.4. The sequence $\left(p_{b}^{\infty}(n)\right)_{n \in \mathbb{N}}$ is summable if and only if $b<e:=\exp (1)$.

Plugging these sequences $\left(p_{b}^{\infty}(n)\right)_{n \in \mathbb{N}}$-or, more precisely, in case of the $(1+1) \mathrm{EA}_{\vec{p}}$, the sequences $\left(p_{b}^{\infty}(n) / \sum_{i \in \mathbb{N}} p_{b}^{\infty}(i)\right)_{n \in \mathbb{N}-}$ into Theorem 2.1, we obtain the following results.

Corollary 2.5. Let $b<e$. The expected run time of the $(1+1) E A_{\vec{p}}$ with $\vec{p}=\left(p_{b}^{\infty}(n)\right)_{n \in \mathbb{N}}$ on the ONEMAX instance of length $n$ in the initial segment uncertainty model is $O\left(\log (n) / p_{b}^{\infty}(n)\right)=O\left(n\left(\log _{b}(n)\right)^{2} \log _{b}^{(2)}(n) \ldots\right)$ and it is $O\left(n / p_{b}^{\infty}(n)\right)=O\left(n^{2} \log _{b}(n) \log _{b}^{(2)}(n) \ldots\right)$ on LEADINGONES.

Furthermore, for $Q:=Q(\vec{p})$ as in Theorem 2.1, the expected run time of the $(1+1) E A_{Q}$ on a ONEMAX instance of length $n$ in the unrestricted uncertainty model is $O\left(\log (n) / p_{b}^{\infty}(2 n)\right)=O\left(2 n\left(\log _{b}(2 n)\right)^{2} \log _{b}^{(2)}(2 n) \ldots\right)$ and $O\left(n / p_{b}^{\infty}(2 n)\right)=O\left(2 n^{2} \log _{b}(2 n) \log _{b}^{(2)}(2 n) \ldots\right)$ on LEADINGONES.

From Lemma 2.4 we also get the following result.
Corollary 2.6. Let $b \geq e$. For every summable sequence $\vec{p}$ it holds that $1 / p_{n}=\omega\left(1 / p_{b}^{\infty}(n)\right)=\omega\left(n \log _{b}(n) \log _{b}^{(2)}(n) \ldots\right)$.

### 2.7 Other Useful Tools

We recall the following well-known lemma, which will be needed several times in the subsequent sections.

Lemma 2.7. Let $\vec{a}=\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\vec{b}=\left(b_{n}\right)_{n \in \mathbb{N}}$ be sequences of positive terms satisfying $\vec{a}=o(\vec{b})$. Set $A:=\left(A_{n}\right)_{n \in \mathbb{N}}$ with $A_{n}:=$ $\sum_{i=1}^{n} a_{i}$ and $B:=\left(B_{n}\right)_{n \in \mathbb{N}}$ with $B_{n}:=\sum_{i=1}^{n} b_{i}$. Assume that $B=$ $\omega(1)$. Then $A=o(B)$.

## 3 LEADINGONES

In this section, we prove very sharp lower bounds for the optimization of the LeadingOnes function in the two uncertainty models via the two algorithms classes $(1+1) \mathrm{EA}_{\vec{p}}$ and $(1+1) \mathrm{EA}_{Q}$. Our first result and the central step towards proving the lower bounds is proposing a fairly general class of algorithms that extends both previous algorithm classes. We then show that all three lead to the same run time profiles for the initial segment model. Since the $(1+1) \mathrm{EA}_{Q}$ algorithm class gives the same performance on instances defined on any subset of the bit positions, this general result connects the two uncertainty models and shows that none of our algorithms can have a better performance in the weaker initial segment model.

Given that all algorithm classes are equally powerful, we then concentrate on the performance of the $(1+1) \mathrm{EA}_{\vec{p}}$ in the initial segment uncertainty model. We show that for all $s \in \mathbb{N}$, $\Omega\left(n^{2} \log (n) \log ^{(2)}(n) \ldots \log ^{(s)}(n)\right)$ is a lower bound for the expected run time of the LeadingOnes instance of length $n$. By carefully constructing for each $\vec{p}$ a $\vec{q}$ such that the asymptotic performance of $(1+1) \mathrm{EA}_{\vec{q}}$ is strictly better than the one of $(1+1) \mathrm{EA}_{\vec{p}}$, we also show that there is no best asymptotic performance on the initial segment LeadingOnes problem in the $(1+1) \mathrm{EA}_{\vec{p}}$ algorithms class (and likewise in the $(1+1) \mathrm{EA}_{Q}$ class).

### 3.1 Four Algorithm Classes with Equal Power in the Initial Segment Uncertainty Model

To conveniently prove lower bounds for the two algorithm classes $(1+1) \mathrm{EA}_{\vec{p}}$ and $(1+1) \mathrm{EA}_{Q}$, we define the following algorithm class which generalizes both. Consequently, a lower bound for the new algorithm class immediately is a lower bound for both previously regarded ones.

Arbitrary Mutation on Infinite Bit Strings: The (1+1) EA $A_{\mathbb{P}}$. In simple words, we consider all algorithms that can be defined as follows. Let $\mathbb{P}$ be a probability measure on the set $\Omega=\{0,1\}^{\mathbb{N}}$ of infinite bit strings. The $(1+1) E A_{\mathbb{P}}$, when run on the finite subset $I \subset \mathbb{N}$ of bit positions, is the classic $(1+1)$ EA except that the mutation operator (informally speaking) samples a random element $X$ from $\Omega$ and then flips exactly those bits $i \in I$ for which $X_{i}=1$.

To make this formally correct, we need a mild excursion into probability theory. For all $n \in \mathbb{N}$ and $a_{1}, \ldots, a_{n} \in\{0,1\}$, we call the set $C\left(a_{1}, \ldots, a_{n}\right):=\left\{x \in \Omega \mid \forall i \in[n]: x_{i}=a_{i}\right\}$ a cylinder in $\Omega$. Let $\mathcal{A}$ be the $\sigma$-algebra generated by all cylinders. The precise
structure of $\mathcal{A}$ is not overly important in the remainder except that it contains the following sets $C(y)$.

For a finite set $I \subset \mathbb{N}$ denote by $\{0,1\}^{I}$ the set of all finite binary sequences with indices in $I$, formally, all $y: I \rightarrow\{0,1\}$. For $y \in$ $\{0,1\}^{I}$, let $C(y):=\left\{x \in \Omega \mid \forall i \in I: x_{i}=y_{i}\right\}$. Then $\mathcal{A}$ contains all such sets $C(y)$.

Formally speaking, $\left\{C(y) \mid y \in\{0,1\}^{I}\right\}$ generates a sub- $\sigma$ algebra of $\mathcal{A}$, which is isomorphic to $\{0,1\}^{I}$. Consequently, any probability measure $\mathbb{P}$ on the measurable space $(\Omega, \mathcal{A})$ gives rise to a probability measure $\mathbb{P}_{I}$ on $\{0,1\}^{I}$ (with the power set as $\sigma$-algebra) defined by $\mathbb{P}_{I}(y):=\mathbb{P}[C(y)]$ for all $y \in\{0,1\}^{I}$.

Building on these considerations, we can define the mutation operator of the $(1+1) \mathrm{EA}_{\mathbb{P}}$ when running on a finite set $I \subset \mathbb{N}$ of bit positions as follows. The offspring stemming from a parent $x \in\{0,1\}^{I}$ is $x \oplus y$, where $y \in\{0,1\}^{I}$ is chosen randomly with distribution $\mathbb{P}_{I}$. Here $\oplus$ denotes the bit-wise exclusive-or. In other words, we flip those bits $i$ of $x$ for which $y_{i}$ is one.

Next we argue that the $(1+1) \mathrm{EA}_{\vec{p}}$ and $(1+1) \mathrm{EA}_{Q}$ classes are subclasses of the class of all algorithms $(1+1) \mathrm{EA}_{\mathrm{P}}$.

- Let $\vec{p}=\left(p_{i}\right)_{i \in \mathbb{N}}$ be any sequence in $[0,1]$. Then the $(1+$ 1) $\mathrm{EA}_{\vec{p}}$, when run on a finite bit set $I$, performs mutation by flipping each bit $i \in I$ independently with probability $p_{i}$. When defining a probability measure $\mathbb{P}$ on $\Omega$ by setting

$$
\mathbb{P}\left[C\left(a_{1}, \ldots, a_{n}\right)\right]=\prod_{i \in[n] ; a_{i}=1} p_{i} \prod_{i \in[n] ; a_{i}=0}\left(1-p_{i}\right)
$$

for all cylinders, then the $(1+1) \mathrm{EA}_{\vec{p}}$ and the $(1+1) \mathrm{EA}_{\mathbb{P}}$ are the same algorithm.

- Let $Q$ be a discrete distribution on $[0,1]$. Then the $(1+$ 1) $E A_{Q}$, when run on a finite bit set $I$, performs mutation by first sampling a number $q$ from $Q$ and then flipping each bit $i \in I$ independently with probability $q$. When defining a probability measure $\mathbb{P}$ on $\Omega$ by setting

$$
\mathbb{P}\left[C\left(a_{1}, \ldots, a_{n}\right)\right]=\sum_{q} Q(q) \prod_{i \in[n] ; a_{i}=1} q \prod_{i \in[n] ; a_{i}=0}(1-q),
$$

then the $(1+1) \mathrm{EA}_{Q}$ and the $(1+1) \mathrm{EA}_{\mathbb{P}}$ are the same algorithm.
For this reason, any lower bound for the best performance achievable with an algorithm from the class $(1+1) E A_{P}$ immediately carries over to the subclasses $(1+1) \mathrm{EA}_{\vec{p}}$ and $(1+1) \mathrm{EA}_{Q}$. Now that we regard the same class $(1+1) E A_{\mathbb{P}}$ of algorithms for the two uncertainty models of an unknown initial segment $[n]$ and an unknown set $I$ of relevant bits, it is clear that a lower bound for the first case carries over to the second. Since our lower bound for the first case will essentially match our upper bounds for both models (as they are equal), it suffices in the following to regard the model of an unknown initial segment $I=[n]$ of bits on which the LeadingOnes function to be optimized is defined.

The next step towards the solution of our problem is the following surprising result that for any algorithm $(1+1) E A_{\mathbb{P}}$ there is a randomized local search algorithm (flipping a single randomly chosen bit as mutation operation) that has exactly the same performance on all initial segments.

Generalized Randomized Local Search on Infinite Bit Strings: $\operatorname{RLS}_{\vec{p}}$. Let $p_{1}, p_{2}, \ldots$ be non-negative numbers with
$\sum_{n \in \mathbb{N}} p_{n} \leq 1$. Then the algorithm $\operatorname{RLS}_{\vec{p}}$ is a special case of the $(1+1) E A_{\mathbb{P}}$ that flips exactly the $i$ th bit with probability $p_{i}$ and flips no bit with probability $1-\sum_{n \in \mathbb{N}} p_{n}$. More formally, $\operatorname{RLS}_{\vec{p}}$ equals $(1+1) \mathrm{EA}_{\mathbb{P}}$ for the measure $\mathbb{P}$ defined by $\mathbb{P}\left[C\left(a_{1}, \ldots, a_{n}\right)\right]:=$

$$
\begin{cases}p_{i}, & \text { if } a_{i}=1 \text { and } a_{j}=0 \text { for } j \in[n] \backslash\{i\}, \\ 0, & \text { if there are } i, j \in[n] \text { with } i \neq j \text { and } a_{i}=1=a_{j}, \\ 1-\sum_{n \in \mathbb{N}} p_{n}, & a_{j}=0 \text { for } j \in[n] .\end{cases}
$$

Lemma 3.1. Let $\mathbb{P}$ be any probability measure on $\Omega=\{0,1\}^{\mathbb{N}}$. Then there is a sequence of non-negative numbers $\vec{p}=\left(p_{1}, p_{2}, \ldots\right)$ with $\sum_{n \in \mathbb{N}} p_{n} \leq 1$ such that, for LEADINGONES, the randomized local search algorithm $R L S_{\vec{p}}$ and $(1+1) E A_{\mathbb{P}}$ when run on any initial segment of bits have exactly the same run time distribution.

To prove this lemma, we need the auxiliary result that in any run of an $(1+1) E A_{\mathbb{P}}$ algorithm at any time $t$ the random individual $X^{(t)}$ is identically distributed within each fitness level. This elementary observation has been used previously in $[2,5,8]$ to analyze the optimization of fixed length LeadingOnes instances.

Lemma 3.2. Consider a run of an $(1+1) E A_{\mathbb{P}}$ algorithm on the LEADINGONES function defined on the initial segment $[n]$. Denote by $X^{(0)}$ the random initial individual and by $X^{(t)}, t \in \mathbb{N}$, the random individual forming the one-element population of the $(1+1) E A_{\mathbb{P}}$ after the $t$-th iteration. Then, for any two search points $x, y \in\{0,1\}^{n}$ with $L o(x)=L O(y)$, we have $\operatorname{Pr}\left[X^{(t)}=x\right]=\operatorname{Pr}\left[X^{(t)}=y\right]$.

To prove Lemma 3.1, for all $n \in \mathbb{N}$, let $C_{n}:=C\left(a_{1}, \ldots, a_{n}\right)$ with $a_{1}=\cdots=a_{n-1}=0$ and $a_{n}=1$. Let $p_{n}:=\mathbb{P}\left[C_{n}\right]$. Since the sets $C_{n}$ are disjoint, we have $\sum_{n \in \mathbb{N}} p_{n} \leq 1$. Using Lemma 3.2 one can show, via an inductive proof, that the $(1+1) E A_{\mathbb{P}}$ and $\operatorname{RLS}_{\vec{p}}$ have an identical optimization behavior.

We note in the following lemma that, for LeadingOnes, the class of algorithms $(1+1) \mathrm{EA}_{\vec{p}}$ regarded in [4] is equally powerful as the class of algorithms RLS $\vec{p}$. Together with Lemma 3.1, this shows that all three classes of algorithms are equally powerful, and in particular, that the subclass $(1+1) \mathrm{EA}_{\vec{p}}$ regarded in [4] was of maximal power.

Lemma 3.3. For any sequence of non-negative numbers $\vec{p}=$ $\left(p_{1}, p_{2}, \ldots\right)$ with $\sum_{n \in \mathbb{N}} p_{n} \leq 1$ there is a sequence $\vec{q}=\left(q_{1}, q_{2}, \ldots\right)$ of numbers in $[0,1]$ such that $R L S_{\vec{p}}$ and $(1+1) E A_{\vec{q}}$ for each initial segment of bits have the same run time distribution on LEADINGONES.

Proof. Let us assume that we have $p_{n}<1$ for all $n \in \mathbb{N}$, as otherwise trivially $\vec{q}:=\vec{p}$ suffices. Let $q_{1}:=p_{1}$ and recursively $q_{n}:=p_{n} / \prod_{j=1}^{n-1}\left(1-q_{j}\right)$. Using induction, it is not difficult to see that $q_{n}=p_{n} /\left(1-\sum_{j<n} p_{j}\right)$. Furthermore, since $1-\sum_{j<n} p_{j} \leq$ $p_{n}$, this also shows that $q_{n} \leq 1$. As discussed earlier, this ( $1+$ 1) $\mathrm{EA}_{\vec{q}}$ is a special case of the $(1+1) \mathrm{EA}_{\mathbb{P}}$ with $\mathbb{P}\left[C\left(a_{1}, \ldots, a_{n}\right)\right]=$ $\prod_{i \in[n] ; a_{i}=1} q_{i} \prod_{i \in[n] ; a_{i}=0}\left(1-q_{i}\right)$. In particular, for $a_{1}=\cdots=$ $a_{n-1}=0$ and $a_{n}=1$, we have $\mathbb{P}\left[C\left(a_{1}, \ldots, a_{n}\right)\right]=q_{n} \prod_{i=1}^{n-1}\left(1-q_{i}\right)$, which by construction equals $p_{n}$. Consequently, if we redo the construction of the proof of Lemma 3.1 with this $(1+1) \mathrm{EA}_{\mathbb{P}}$, we obtain our original $\mathrm{RLS}_{\vec{p}}$ algorithm. Consequently, the $(1+1) \mathrm{EA}_{\vec{q}}$ just constructed has an identical performance with $\operatorname{RLS}_{\vec{p}}$.

An advantage of the class $\mathrm{RLS}_{\vec{p}}$ is that the expected run times are easy to compute. The following result will be used in Lemma 3.6 to bound the run time of the $(1+1) \mathrm{EA}_{\vec{p}}$.

Lemma 3.4. Let $\vec{p}=\left(p_{1}, p_{2}, \ldots\right)$ be a sequence of non-negative numbers with $\sum_{n \in \mathbb{N}} p_{n} \leq 1$. Then the expected run time of $R L S_{\vec{p}}$ optimizing the LEADINGONES function on the initial segment $[n]$ is $\frac{1}{2} \sum_{i=1}^{n} \frac{1}{p_{i}}$.

The above insight allows us to completely describe the possible performances of $(1+1) E A_{\mathbb{P}},(1+1) \mathrm{EA}_{\vec{p}}$, and $\mathrm{RLS}_{\vec{p}}$ algorithms on LeadingOnes defined on an initial segment of unknown length of an infinite sequence of bits. To make things precise, we call the function $E: \mathbb{N} \rightarrow \mathbb{R}$ the initial segment run time profile of such an algorithm if its expected run time on the LeadingOnes function defined on the bits with indices in $[n]$ equals $E(n)$.

Theorem 3.5 (characterization of initial segment run time profiles). Let $E: \mathbb{N} \rightarrow \mathbb{R}$. The following four properties are equivalent.
(i) There is a sequence $q: \mathbb{N} \rightarrow[0,1]$ with $\sum_{n=1}^{\infty} q_{n} \leq 1$ such that for all $n \in \mathbb{N}$, we have $E(n)=\frac{1}{2} \sum_{i=1}^{n} \frac{1}{q_{i}}$.
(ii) $E$ is the initial segment run time profile of the $(1+1) E A_{\mathbb{P}}$ for some distribution $\mathbb{P}$.
(iii) $E$ is the initial segment run time profile of the $(1+1) E A_{\vec{p}}$ for some $\vec{p}: \mathbb{N} \rightarrow[0,1]$.
(iv) $E$ is the initial segment run time profile of $R L S_{\vec{p}}$ for some $\vec{p}: \mathbb{N} \rightarrow[0,1]$ with $\sum_{n=1}^{\infty} p_{n} \leq 1$.
If these properties are fulfilled, then $q$ in (i) equals $\vec{p}$ in (iv).

### 3.2 Computing Concrete Lower Bounds for LeadingOnes

In the remainder of this section, we use Theorem 3.5 to compute concrete run time bounds for the $(1+1) E A_{\vec{p}}$. These bounds then immediately yield performance bounds for all the other settings covered by Theorem 3.5. We note that some (but not all) of the subsequent run time results can alternatively be obtained by analyzing the summable sequences described in Theorem 3.5.(i). Such an approach would, however, not give any additional insights into the sequences $\vec{p}$ underlying the $(1+1) \mathrm{EA}_{\vec{p}}$ with initial segment run time profile $E$, thus motivating us to study this algorithm directly.
3.2.1 Initial Segment Run Time Profile of the $(1+1) E A_{\vec{p}}$. Lemma 3.1 can be used to precisely determine the initial segment run time profile of the $(1+1) E A_{\vec{p}}$. From this we can easily compute the following upper and lower bounds. This result extends Theorem 15 of [4] where the upper bound mentioned in Theorem 2.1 is given for the case that $\vec{p}$ is monotonically decreasing and summable.

Lemma 3.6. Let $\vec{p}=\left(p_{n}\right)_{n \in \mathbb{N}}$ be a sequence of positive terms $p_{n}>$ 0 . The expected optimization time $\mathrm{E}\left[T_{\vec{p}}(n)\right]$ of the $(1+1) E A_{\vec{p}}$ on the LEADINGONES instance of length $n$ in the initial segment uncertainty model can be bounded by

$$
\frac{1}{2} \sum_{i=1}^{n} \frac{\exp \left(S_{i-1}\right)}{p_{i}} \leq \mathrm{E}\left[T_{\vec{p}}(n)\right] \leq \frac{1}{2} \sum_{i=1}^{n} \frac{\exp \left(2 S_{i-1}\right)}{p_{i}}
$$

where, for all $n, S_{n}:=\sum_{i=1}^{n} p_{i}$ denotes the $n$-th partial sum of $\vec{p}$ and $S_{0}:=0$.

When, in addition, $\vec{p}$ is monotonically decreasing and there exists a constant $c$ such that, for all $n, p_{n} / p_{n / 2} \geq c$, then $\mathrm{E}\left[T_{\vec{p}}(n)\right]=$ $n \exp \left(\Theta\left(S_{n}\right)\right) / p_{n}$. For summable sequences satisfying these additional requirements, we thus have $\mathrm{E}\left[T_{\vec{p}}(n)\right]=\Theta\left(n / p_{n}\right)$.

From Lemma 3.6 it is not difficult to get, via simple algebraic operations, the following result, which allows us to multiply a summable sequence with constant factors without harming the asymptotic run time profile.

Lemma 3.7. Let $\vec{p}: \mathbb{N} \rightarrow[0,1], 0<c$, and $\vec{q}=\left(q_{i}\right)_{i \in \mathbb{N}}$ with $q_{i}:=c \cdot p_{i} \in[0,1 / 2]$. Then there exists a constant $C>0$ such that, for all $n \in \mathbb{N}, \mathrm{E}\left[T_{\vec{q}}(n)\right] \leq C \mathrm{E}\left[T_{\vec{p}}(n)\right]$. When $c<1, C$ can be chosen as $1 / c$ while for $c>1$ we may chose $C:=\exp (2 c p) / c$.
3.2.2 No Separation Between Summable and Non-Summable Sequence. Given the bounds proven so far, one may be tempted to believe the best performing $(1+1) \mathrm{EA}_{\vec{p}}$ is based on a summable sequence $\vec{p}$. Furthermore, one may ask whether between summable and non-summable sequences there is a strict separation in the performance of the $(1+1) E A_{\vec{p}}$ on LEADINGOnes in the sense that, for example, there exists a bound $B$ such that for every non-summable sequence $\vec{q}$ the expected optimization time of the $(1+1) \mathrm{EA}_{\vec{q}}$ on LeadingOnes is greater than $B$ while for some summable sequence $\vec{p}$ the expected run time of the $(1+1) \mathrm{EA}_{\vec{p}}$ is at most $B$. Regardless of how one makes such a claim precise, the following observations show that it cannot hold. More precisely, we show that for every summable sequence $\vec{p}$ there exists a non-summable sequence $\vec{q}$ such that the expected performance of the $(1+1) \mathrm{EA}_{\vec{q}}$ on LeadingOnes is of strictly smaller order than that of the $(1+1) \mathrm{EA}_{\vec{p}}$. Less surprisingly, the converse also holds.

Theorem 3.8. (A) For every summable sequence $\vec{p}$ of positive terms $0<p_{n}<1$ there exists a non-summable sequence $\vec{q}$ of terms $0<$ $q_{n}<1$ such that the expected optimization times $T_{\vec{p}}$ and $T_{\vec{q}}$ of the $(1+1) E A_{\vec{p}}$ and $(1+1) E A_{\vec{q}}$, respectively, on the LEADINGONES instance of length $n$ in the initial segment uncertainty model satisfy $\mathrm{E}\left[T_{\vec{q}}\right]=o\left(\mathrm{E}\left[T_{\vec{p}}\right]\right)$.
(B) Likewise, for every non-summable sequence $\vec{q}$ of positive terms $0<q_{n}<1$ there exists a summable sequence $\vec{p}$ of elements $0<p_{n}<$ 1 such that $\mathrm{E}\left[T_{\vec{p}}\right]=o\left(\mathrm{E}\left[T_{\vec{q}}\right]\right)$ for $T_{\vec{p}}$ and $T_{\vec{q}}$ defined as above.

To prove Theorem 3.8.(A), we first argue that, without loss of generality, we can assume that $\sum_{i \in \mathbb{N}} p_{i}=\exp (-1)$ and that, for all $n \in \mathbb{N}, p_{n} \leq \sum_{j>n} p_{j}$. The sequence $\vec{q}$ of the statement is defined by setting, for every $i \in \mathbb{N}, r_{i}:=\sum_{j \geq i} p_{j}$ and

$$
q_{i}:=\frac{p_{i}}{r_{i+1} \ln \left(1 / r_{i+1}\right)}=-\frac{p_{i}}{r_{i+1} \ln \left(r_{i+1}\right)} .
$$

By bounding $q_{i} \geq \int_{r_{i+1}}^{r_{i}} \frac{1}{x \ln (1 / x)} \mathrm{d} x$, one can show that $\vec{q}$ is not summable. The run time statement follows from applying Lemma 3.6 and Lemma 2.7 to $\vec{p}$ and $\vec{q}$ and the bounds on the run times, respectively.

Theorem 3.8.(B) can be verified by setting $p_{1}:=q_{1}$ and, for all $n \geq 2, p_{n}:=q_{n} / S_{n}^{2}$, where $S_{n}:=\sum_{i=1}^{n} q_{i}$. It is then not difficult to show that $\sum_{i=1}^{n} p_{i} \leq q_{1}+\int_{S_{1}}^{S_{n}} \frac{1}{x^{2}} \mathrm{~d} x$, proving that $\vec{p}$ is indeed
summable. Again we apply Lemma 3.6 and Lemma 2.7 to obtain the claimed run time statement.
3.2.3 Limiting Behavior. The previous results show, in particular, that there is no best possible $(1+1) \mathrm{EA}_{\vec{p}}$ for LeadingOnes: whatever the sequence underlying the $(1+1) \mathrm{EA}_{\vec{p}}$ looks like, there exists another one giving strictly better performance. It is nevertheless interesting to understand which absolute performance guarantees can be achieved. This is the aim of the following statement.

Theorem 3.9. Let $b>1$. For every sequence $\vec{p}$ of positive terms $0<p_{n}<1$ and for all $s \in \mathbb{N}$ the run time $T_{\vec{p}}$ of the $(1+1) E A_{\vec{p}}$ on the LEADINGONES instance of length $n$ in the initial segment uncertainty model satisfies $\mathrm{E}\left[T_{\vec{p}}(n)\right]=\omega\left(n / p_{b}^{s, 0}(n)\right)=$ $\omega\left(n^{2} \log _{b}(n) \log _{b}^{(2)}(n) \ldots \log _{b}^{(s)}(n)\right)$.

For $b \geq e$ it also holds that $\mathrm{E}\left[T_{\vec{p}}(n)\right]=\omega\left(n / p_{b}^{\infty}(n)\right)=$ $\omega\left(n^{2} \log _{b}(n) \log _{b}^{(2)}(n) \ldots\right)$.

This theorem can be proven by first using Theorem 3.8 to argue that one can assume $\vec{p}$ to be summable and then using Lemma 3.6 to see that $\mathrm{E}\left[T_{\vec{p}}(n)\right]=\Omega\left(\sum_{i=1}^{n} \frac{1}{p_{i}}\right)$. By Lemma 2.3 it holds that $1 / p_{i}=$ $\omega\left(1 / p_{b}^{s, 0}(i)\right)=\omega\left(i \log _{b}(i) \log _{b}^{(2)}(i) \ldots \log _{b}^{(s)}(i)\right)$. An application of Lemma 2.7 then concludes the proof. The second statement follow similarly; using Corollary 2.6 instead of Lemma 2.3.

## 4 ONEMAX

The main theorem of this section is our lower bound for optimizing Onemax in the unrestricted uncertainty model.

Theorem 4.1. Let $Q$ be a discrete distribution over mutation probabilities from $(0,1)$. Let $\left(d_{i}\right)_{i \in \mathbb{N}} \in(0,1)^{\mathbb{N}}$ be any non-summable sequence.

For infinitely many $n \in \mathbb{N}$, the expected run time of the $(1+1) E A_{Q}$ on ONEMAX instance of length $n$ in the unrestricted uncertainty model is at least $c \log (n) / d_{n}$ for some constant $c$.

The idea behind the proof is to assign a quality $q(n)$ of how suitable a distribution $Q$ is for optimizing a Onemax instance of length $n$. Clearly, whenever $Q$ chooses a bit flip probability of around $1 / n$, optimization can proceed well; smaller probabilities are slower in optimizing OneMax, higher probabilities are even disruptive. We show that (a) the sequence $q(n)$ is summable, showing that it is infinitely often smaller than any given non-summable sequence; and (b) the expected progress (i.e., the drift) is at most $k q(n)$ when still $k$ bits are missing. Together this gives the claimed lower bound.

From Theorem 4.1, Lemma 2.3, and Corollary 2.6 we obtain the following result.

Corollary 4.2. For all $b \geq e$ and all distributions $Q$ over $(0,1)$ there exists a constant $c>0$ such that for infinitely many $n \in \mathbb{N}$ the expected run time of the $(1+1) E A_{Q}$ on a ONEMAX instance of length $n$ in the unrestricted uncertainty model is at least $c \log (n) / p_{b}^{\infty}(n)=$ $\Omega\left(n\left(\log _{b}(n)\right)^{2} \log _{b}^{(2)}(n) \log _{b}^{(3)}(n) \ldots\right)$.

Likewise, for all $s \in \mathbb{N}$ and all distributions $Q$ over $(0,1)$, there exists a constant $c>0$ such that, for infinitely many $n \in \mathbb{N}$, the expected run time of the $(1+1) E A_{Q}$ on a ONEMAX instance of length
$n$ in the unrestricted uncertainty model is at least $c \log (n) / p_{b}^{(s, 0)}(n)=$ $\Omega\left(n(\log (n))^{2} \log ^{(2)}(n) \ldots \log ^{(s)}(n)\right)$.

In contrast to the case of LeadingOnes, our results for Onemax only pertain to the unrestricted uncertainty model, but not the initial segment uncertainty model. This latter model turns out to be harder to give good lower bounds for because of the following phenomenon. While for LeadingOnes early bits must not flip for making progress, for OneMax early bits may flip in exchange of later flips. If these later bits flip more rarely (and are thus more costly to optimize), such an exchange may actually be beneficial. It remains open how this effect can be analyzed.

## 5 SUMMARY AND OUTLOOK

In this work, we proved the first non-trivial lower bounds for the $(1+1) \mathrm{EA}_{\vec{p}}$ and $(1+1) \mathrm{EA}_{Q}$ algorithm classes that were previously found useful to cope with unknown solution length scenarios. One particularly noteworthy result is that both classes have the same performance when optimizing LeadingOnes in the initial segment uncertainty model. If this is not a particularity of the LeadingOnes function but rather a general phenomenon, then this would suggest to rather use the easier to understand $(1+1) \mathrm{EA}_{Q}$ class. Note that for a $(1+1) \mathrm{EA}_{Q}$ algorithm, for many problems the run time on a subinstance of length $n$ can be upper bounded by the reciprocal of the probability that the mutation rate is in $[1 / 2 n, 2 n]$ times the worst-case run time of the $(1+1)$ EA with mutation rate in the interval $[1 / 2 n, 2 n]$ on this instance (without uncertainty). This estimate is valid if additional iterations with other mutation rates cannot be harmful. This is the case, e.g., for run time analyses using the fitness level method. The next step towards increasing our understanding on the relation of these algorithm classes would be to prove tight bounds for the $(1+1) \mathrm{EA}_{\vec{p}}$ class on the Onemax function in the initial segment uncertainty model, a problem that we unfortunately could not solve.
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