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In the context of black-box optimization, black-box complexity is used for understanding 
the inherent difficulty of a given optimization problem. Central to our understanding of 
nature-inspired search heuristics in this context is the notion of unbiasedness. Specialized 
black-box complexities have been developed in order to better understand the limitations 
of these heuristics – especially of (population-based) evolutionary algorithms (EAs). In 
contrast to this, we focus on a model for algorithms explicitly maintaining a probability 
distribution over the search space: so-called estimation-of-distribution algorithms (EDAs).
We consider the recently introduced n-Bernoulli-λ-EDA framework, which subsumes, for 
example, the commonly known EDAs PBIL, UMDA, λ-MMASIB, and cGA. We show that 
an n-Bernoulli-λ-EDA is unbiased if and only if its probability distribution satisfies a 
certain invariance property under isometric automorphisms of [0, 1]n . By restricting how 
an n-Bernoulli-λ-EDA can perform an update, in a way common to many examples, we 
derive conciser characterizations, which are easy to verify. We demonstrate this by showing 
that our examples above are all unbiased.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

We consider pseudo-Boolean optimization, that is, optimization of functions f : {0, 1}n → R, via randomized search 
heuristics (RSHs). These algorithms are commonly viewed as problem-agnostic solvers, and the only way to get any infor-
mation about the problem at hand is to query a subroutine that serves as an oracle. Thus, the problem itself can be seen as 
a black box to the algorithm, and this scenario of optimization is called black-box optimization.

Black-box complexity. When optimizing in a black-box scenario, the number of calls to the subroutine is of great impor-
tance, since the other operations of an RSH are usually very cheap. Thus, the subroutine calls dominate the overall cost of 
the respective algorithm. Coming from this point of view, Droste et al. [1] introduced in 2006 a new complexity theory for 
RSHs: the so-called black-box complexity (BBC). In this model, a randomized search heuristic is assumed to solve a prob-
lem by querying the subroutine for potential solutions (modeled as bit strings) and then receiving feedback in form of the 
solution’s quality. The worst-case complexity of a specific algorithm on a problem class is defined as the expected number 
of queries to the subroutine on the worst-case instance of this class; and the BBC of a class is the best possible worst-case 
complexity, taken over all black-box algorithms.

Although this definition captures the initial idea of subroutine calls very well, it does not prohibit the algorithm to be 
highly problem-specific. Droste et al. [2], for example, showed that the Max-Clique problem, which is NP-hard in classical 
complexity theory, has a polynomial BBC. This is due to the respective algorithm learning the instance via queries and 
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then performing costly offline computations, which do not increase the BBC. This highlights that the BBC alone does not 
necessarily provide sufficient information about the true complexity of a problem. In addition to that, Anil and Wiegand [3]
showed that the BBC of OneMax – a common benchmark problem in the run time analysis of evolutionary algorithms 
(EAs) – is �(n/ log n),1 whereas traditional EAs, such as the (1 + 1)-EA, usually have an expected complexity of �(n log n)

on OneMax [2].
In order to focus on more problem-agnostic solvers, Lehre and Witt [5] restricted the BBC model originally introduced 

by Droste et al. [1] such that the algorithms considered can only make use of unbiased variation operators when querying 
the next bit string and the algorithms are not allowed to see the representational structure of solutions during selection. 
This restricted variant is called unbiased black-box complexity. Unbiased means that the respective algorithm performs the 
same when given two problem instances where one is a perturbation of the other, restricted to permutations and bit flips. 
Hence, the algorithm is unbiased with respect to 0s and 1s as well as their positions, and it has to treat them the same 
way. Rowe and Vose [6] propose a more general definition of being unbiased, which focuses on the sequence of queried bit 
strings (the trace) of the algorithm under consideration. They call an algorithm unbiased if it behaves the same under any 
permutation of the search space that the problem class is closed under. When considering problem classes closed under the 
aforementioned perturbations, this definition results in the unbiased BBC from Lehre and Witt [5] without the restriction 
on the selection process. Further, Rowe and Vose [6] show that, for any BB algorithm on a problem class, there exists an 
unbiased algorithm (in their sense) that is at least as good. This means that the BBC of a problem class is the same as its 
unbiased BBC. Hence, it suffices to study unbiased algorithms when one is interested in the BBC of a class.

Doerr et al. [7] show that the unbiased BBC in the sense of Lehre and Witt [5] of different subproblems of the NP-
complete Partition problem is polynomial when using higher-arity operators. This has lead to other restricted BBCs [8,9] or 
combinations of them [10]. However, all of these models have their drawbacks, such that the unbiased BBC model is still 
considered an important complexity measure up to this date [11–15].

Estimation-of-distribution algorithms. Surprisingly, all of the results for unbiased BBC so far only considered population-
based EAs. That is, a query to the black box always results in a potential solution (an individual) that is either added to the 
current set of individuals (the population) or discarded. That means that there are no unbiased BBC results for any other 
class of black-box optimization algorithms. One such class ignored so far are estimation-of-distribution algorithms (EDAs [16]): 
RSHs that maintain an explicit probability distribution over the search space and only sample individuals (according to the 
algorithm’s current distribution) to update this distribution instead of maintaining an explicit population.

While there has been an increased amount of theoretical run time results of EDAs lately [17–25], structural results on 
EDAs remain scarce. The run time results proving lower bounds [18,19,25] give some structural insights into the behavior of 
EDAs by showing how the update to the probability distribution of an EDA affects its run time. However, these results only 
consider specific algorithms. We are interested in general structural properties of EDAs.

Friedrich et al. [26] observed that the algorithms considered in these papers above can be subsumed into a concise 
framework, which they call n-Bernoulli-λ-EDA. Such an algorithm maintains a multivariate binomial distribution, which is 
represented by a single vector p ∈ [0, 1]n – each component of the vector corresponding to a bit position of the individuals 
being sampled. This means that the probability of a sampled individual having a 1 at position i ∈ {1, . . . , n} is given by pi
and is drawn independently of the other bits. The function that performs the update of p is called the update scheme. 
Friedrich et al. [26] show that the commonly investigated EDAs PBIL [27], UMDA [28], λ-MMASib [29,30], cGA [31], and 
even the (1, λ)-EA [32] – normally considered a population-based EA – all fall into the n-Bernoulli-λ-EDA framework.

Interestingly, to the best of our knowledge, all common EDAs are unbiased. One possible explanation for this may be that 
the sample procedure is unbiased and that the samples are not altered afterwards. Thus, a bias could only be introduced 
via the way the probability distribution is updated. However, as we show in Section 4, at least for the n-Bernoulli-λ-EDA 
framework, such an update usually exhibits a property that strongly favors unbiasedness.

Our results. We combine the up to now unrelated fields of unbiased BBC and EDAs, and we characterize unbiasedness for 
the entire class of n-Bernoulli-λ-EDAs. This characterization (Theorem 6) shows strong similarities to the original definition 
of unbiased algorithms, introduced by Lehre and Witt [5], and it provides insights into how the properties of an unbiased 
population-based algorithm extend to EDAs. We then restrict the update scheme of our considered algorithms to better 
suit the more specific update schemes of the previously mentioned examples, leading to characterizations that are easier 
to verify than the general one. We especially find a very concise characterization for locally updating n-Bernoulli-λ-EDAs – 
a concept that was introduced by Friedrich et al. [26] but not considered in depth. We also prove that all of the examples 
mentioned above are unbiased.

Overview. This paper is structured as follows: in Section 2, we introduce some notation, explain the n-Bernoulli-λ-EDA 
framework, give some examples, and talk about automorphisms of [0, 1]n , which we need for our characterization. Section 3
contains our main result: Theorem 6, which characterizes the unbiasedness of n-Bernoulli-λ-EDAs. In Section 4, we consider 
n-Bernoulli-λ-EDAs that use the same update function for each component. We characterize unbiasedness in this setting 
and prove for some examples that they are unbiased. In Section 5, we restrict the class of algorithms even further and only 

1 Actually, this result dates back to Erdős and Rényi [4], who proved it in the context of information theory.
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Algorithm 1: The n-Bernoulli-λ-EDA with a given update scheme ϕ .

1 t ← 0;

2 p(t) ← 1
2 ;

3 repeat
4 D ← ∅;
5 for j ∈ [λ] do
6 x ← offspring sampled with respect to p(t);
7 D ← D ∪ {x};

8 p(t+1) ← ϕ
(

p(t),
(
x, f (x)

)
x∈D

)
;

9 t ← t + 1;
10 until optimum is in D;

consider locally updating n-Bernoulli-λ-EDAs. We characterize their unbiasedness and prove it for some examples. Last, we 
conclude our work in Section 6.

2. Preliminaries

We call an objective function f : {0, 1}n →R a fitness function. The dimension of such a function’s domain is denoted by 
n ∈ N. For any n ∈ N, we let [n] denote the set {1, . . . , n}. For any number a ∈ [0, 1], we denote the all-a vector of length n
by a, that is, a = (a)i∈[n] . Further, for any vector x ∈ [0, 1]n , we denote the i-th component (i ∈ [n]) by xi . Given a fitness 
function f and a bit string x ∈ {0, 1}n (also called an individual), we call f (x) the fitness of x. When considering two random 
variables X and Y , we let X = Y denote that both random variables take the same value with the same probability for each 
value possible.

2.1. Framework

Throughout this paper, we focus on the n-Bernoulli-λ-EDA framework (Algorithm 1), introduced by Friedrich et al. [26]. 
An n-Bernoulli-λ-EDA maintains a frequency vector p, whose components we call frequencies. Each iteration, the algorithm 
samples λ offspring whose number of 1s follows a Poisson binomial distribution induced by the frequency vector. That is, 
bit i ∈ [n] of an individual x from the offspring population D is 1 with probability pi independently from all its other bits: 
∀x ∈ D, i ∈ [n] : Pr[xi = 1] = pi ∧ Pr[xi = 0] = 1 − pi .

The essential part of an n-Bernoulli-λ-EDA is its update scheme ϕ : [0, 1]n ×({0, 1}n ×R)λ → [0, 1]n (line 7 of Algorithm 1). 
This update scheme is used to update the algorithm’s frequency vector each iteration, based on the old frequency vector, its 
samples, and their respective fitness. Note that an update scheme fully characterizes an n-Bernoulli-λ-EDA and that ϕ is a 
random variable for our considerations, as the population D sampled on every iteration is random. For our examples below, 
this comes into play when considering tie-breaking rules when comparing the fitness of samples.

Given an offspring population D , we say that x ∈ D has a rank i ∈ [λ] (denoted as x(i)) if x has the i-th best fitness in D .2

Since we want ranks to be unique, we assume that ties are broken uniformly at random. Note that a common way for an 
algorithm to determine the rank of an individual is to sort the population by fitness.

Friedrich et al. [26] call an n-Bernoulli-λ-EDA locally updating if its update scheme can be split into two func-
tions ‘move’ : ({0, 1} × R)λ → {up, stay, down} and ‘set’ : [0, 1] → [0, 1] such that, for all i ∈ [n], abbreviating vi =
move

((
xi, f (x)

)
x∈D

)
,

ϕ
(

p,
(
x, f (x)

)
x∈D

)
i
=

⎧⎪⎨⎪⎩
set(pi) if vi = up ;
pi if vi = stay ;
1 − set(1 − pi) if vi = down .

However, in contrast to Friedrich et al. [26], we additionally assume that set(pi) ≥ pi . This way, we enforce that ‘up’ does 
not decrease the frequency. Note that this also entails that ‘down’ does not increase the frequency. Without this assumption, 
‘down’, for example, could take the role of ‘up’, which would result in convoluted case distinctions in proofs. By assuming 
set(pi) ≥ pi , we avoid such overlaps.

Example 1. Friedrich et al. [26] mention five algorithms that are commonly analyzed in theory. We briefly state their update 
schemes, since we prove later that these algorithms are all unbiased. The update scheme is always shown for a single 
component i ∈ [n], since the same update is used for every component.

2 Note that best is relative to whether the objective is maximization or minimization. For maximization, for example, the best fitness would be the 
highest value.
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PBIL [27]: The Population-based Incremental Learning algorithm uses two different parameters: ρ ∈ [0, 1] and μ ≤ λ.

ϕ
(

p,
(
x, f (x)

)
x∈D

)
i
= (1 − ρ)pi + ρ

1

μ

μ∑
j=1

x( j)
i .

If ρ = 1, the resulting algorithm is called the Univariate Marginal Distribution Algorithm (UMDA [28]); and if μ = 1, then 
the resulting algorithm is called λ-ASIB.3 Note that the PBIL is not locally updating for μ > 1, since the amount by which pi
is updated is not only dependent on pi itself but additionally on the bit values at position i of all of the sampled individuals, 
which results in more than three cases.

cGA [31]: The Compact Genetic Algorithm uses a single parameter K ∈ N+ and an offspring size λ = 2. We state the 
update scheme with respect to the cGA being locally updating [26]:

move
((

xi, f (x)
)

x∈D

)
=

⎧⎪⎪⎨⎪⎪⎩
up if x(1)

i > x(2)
i ,

down if x(1)
i < x(2)

i ,

stay if x(1)
i = x(2)

i ;

set(pi) = min

{
pi + 1

K
,1

}
.

(1,λ)-EA [32]: The (1, λ)-Evolutionary Algorithm is typically not considered to be an EDA, but it fits into the (locally 
updating) n-Bernoulli-λ-EDA framework, as observed by Friedrich et al. [26]. Its parameter λ is the same as the offspring 
population size λ of an n-Bernoulli-λ-EDA.

move
((

xi, f (x)
)

x∈D

)
=

{
up if x(1)

i = 1 ,

down if x(1)
i = 0 ;

set(pi) = 1 − 1

n
.

Friedrich et al. [26] also state that λ-ASIB has the same ‘move’ function as the (1, λ)-EA but the following ‘set’ function: 
set(pi) = pi + ρ(1 − pi).

Given an n-Bernoulli-λ-EDA A, let P (t)(A) denote the set of all possible frequency vectors of A in iteration t , and let 
P (A) := ⋃∞

t=0 P (t)(A) denote the set of all possible frequency vectors of A. Analogously, P (t)
i (A) ⊆ [0, 1] denotes the set of 

possible values of the frequency p(t)
i , and Pi(A) denotes the range of all possible values of pi . For example, for the UMDA, 

P (A) would consist of all the vectors from [0, 1]n whose components are of the form j/μ, where j ∈ {0} ∪ [μ]; that is, 
Pi(A) = {1/2} ∪ { j/μ}μj=0 for all i ∈ [n].

For an n-Bernoulli-λ-EDA A and a fitness function f , let p(t)(A, f ) denote the random variable of all frequency vectors 
that A can take in iteration t when optimizing f , given the frequency vector from the previous iteration.

2.2. Automorphisms of the hypercube

Lehre and Witt [5] define unbiasedness with respect to variation operators over {0, 1}n . These operators draw bit strings 
according to probability distributions that are invariant under automorphisms of {0, 1}n: permutations and ⊕ (XOR) opera-
tions on bit strings. We extend these functions to [0, 1]n to be able to use them directly on probability distributions.

Let σ be a permutation of [n]. We overload this notation and call a function σ : [0, 1]n → [0, 1]n a permutation if and 
only if it rearranges the elements of its input according to σ such that for all p ∈ [0, 1]n and all i, j ∈ [n] with σ(i) = j, 
σ(p) j = pi . In this case, we say that σ maps position i to position j. Further, we call a function χ : [0, 1]n → [0, 1]n a 
complementation if and only if, for each position, it either takes the complement of the value at this position or does not 
change it. That is, for all p ∈ [0, 1]n and all i ∈ [n], χ (p)i = 1 − pi or χ (p)i = pi .

We call any bijection α : {0, 1}n → {0, 1}n that preserves the Hamming metric dH a Hamming automorphism. It is well-
known that there are exactly 2nn! Hamming automorphisms.4 Note that this means that any Hamming automorphism α can 

3 Originally introduced by Stützle and Hoos [29] as MIN–MAX Ant System (MMAS), the variant with iteration-best update was analyzed by Neumann 
et al. [30]. Friedrich et al. [26] dropped the MM part if the update is unrestricted on [0, 1].

4 This can be seen as follows: there are 2n possible choices for α(0). After α(0) is fixed, the n 1-neighbors of 0 can be mapped in an arbitrary (but 
bijective) manner to the n 1-neighbors of α(0), for which there are n! choices. After these mappings are determined, the Hamming automorphism is 
completely determined.
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be denoted as the composition of a permutation σ and a complementation χ over {0, 1}n , that is, α = χ ◦σ . We are now in-
terested in the superspace [0, 1]n of {0, 1}n and use the metric d defined as follows: ∀x, y ∈ [0, 1]n : d(x, y) = ∑n

i=1 |xi − yi |. 
This corresponds to the 1-metric. It naturally extends the Hamming metric on {0, 1}n . We say that α : [0, 1]n → [0, 1]n

is an isometric automorphism (of [0, 1]n) if it is bijective and distance-preserving, that is, for all x, y ∈ [0, 1]n , d(x, y) =
d
(
α(x), α(y)

)
.

The following lemma shows that the Hamming automorphisms are in a one-to-one correspondence with the isometric 
automorphisms.

Lemma 2. For any isometric automorphism α, let αH denote α restricted to {0, 1}n. Let two isometric automorphisms α and β be 
given. We have that

1. αH is a Hamming automorphism,
2. if αH = βH , then α = β , and that
3. for every Hamming automorphism η, there exists an isometric automorphism α such that αH = η.

Proof. Regarding (1), it suffices to show that α maps any x ∈ {0, 1}n to {0, 1}n . Let x be the component-wise complement 
of x. We then have d(x, x) = n. Thus, d

(
α(x), α(x)

) = n. Since only pairs of points from {0, 1}n can be of distance n in [0, 1]n , 
we get that α(x) ∈ {0, 1}n , as desired.

Regarding (2), for all j ∈ [n], we use e( j) to denote the bit string which is 0 everywhere except in position j. We now 
show the following claim:

∀x, y ∈ [0,1]n : (∀z ∈ {0,1}n : d(x, z) = d(y, z)
) → x = y . (1)

Let x, y ∈ [0, 1]n such that for all z ∈ {0, 1}n , d(x, z) = d(y, z). We now get for all a ∈ [0, 1]n and j ∈ [n],

d(a,0) − d
(
a,e( j)) =

n∑
i=1

ai −
⎛⎝ j−1∑

i=1

ai + (1 − a j) +
n∑

i= j+1

ai

⎞⎠ = 2a j − 1 .

Thus, we get for all j ∈ [n],

2x j − 1 = d(x,0) − d
(
x,e( j)) = d(y,0) − d

(
y,e( j)) = 2 y j − 1 ,

which shows x = y.
Now, suppose αH = βH. Let x ∈ [0, 1]n be given. We have for all z ∈ {0, 1}n , d

(
α(x), α(z)

) = d(x, z) = d
(
β(x), β(z)

)
, be-

cause α and β are isometric. Since αH = βH are Hamming automorphisms, we have for all z ∈ {0, 1}n , d
(
α(x), z

) = d
(
β(x), z

)
. 

Using (1), we see that α(x) = β(x), as desired.
Regarding (3), let η be given. We construct a distance-preserving extension α of η to [0, 1]n such that αH = η. For all 

x ∈ [0, 1]n , let

α(x) = η(0) +
n∑

i=1

(
η
(
e(i)) − η(0)

) · xi . (2)

Note that η
(
e(i)

)
differs from η(0) in exactly one position, since η is distance-preserving. This position does not necessarily 

have to be i, since η can perform a permutation. Assume that this position is j ∈ [n]. Then, for any k ∈ [n], (η(
e(i)

) − η(0)
)

k
is 1 or −1 if k = j and 0 otherwise. Note further that for each unit vector, a component different from all other unit 
vectors is non-zero in η

(
e(i)

) − η(0), since η is bijective. Overall (assuming that position i is mapped to position j), for any 
x ∈ [0, 1]n , this means that α(x) j is completely determined by η(0) j + (

η
(
e(i)

) − η(0)
)

j · xi . This shows that α is bijective 
(albeit not necessarily on [0, 1]n), since the inverse can be computed uniquely, due to the unique partition of the sum into 
the different components and due to η being a bijection.

We now show that α maps bijectively to [0, 1]n . Again, assume that position i is mapped to position j, and let x ∈ [0, 1]n . 
Recall that η can only perform complementations additionally to permutations. We show that η(0) j +

(
η
(
e(i)

)−η(0)
)

j · xi is 
a bijection of [0, 1]. It then follows that α is a bijection of [0, 1]n , since the components do not interfere with one another.

We make a case distinction with respect to whether η takes the complement at position j (after performing the permu-
tation) or not.

1. η(x) j = xi . Then, η(0) j = 0 and 
(
η
(
e(i)

) − η(0)
)

j = 1. Thus, α(x) j = xi , which is a bijection from [0, 1] to [0, 1].
2. η(x) j = 1 − xi . Then, η(0) j = 1 and 

(
η
(
e(i)

) − η(0)
)

j = −1. Thus, α(x) j = 1 − xi , which is also a bijection from [0, 1]
to [0, 1].

Combining both cases yields that α(x)i is a bijection of [0, 1] for every x and every i. Thus, α is a bijection of [0, 1]n , as 
we discussed before.



JID:TCS AID:11795 /FLA Doctopic: Theory of natural computing [m3G; v1.247; Prn:26/11/2018; 11:34] P.6 (1-14)

6 T. Friedrich et al. / Theoretical Computer Science ••• (••••) •••–•••
Now, we show that α is distance-preserving. For this, let x, y ∈ [0, 1]n , and let σ be the permutation of indices that η

realizes. We get

d
(
α(x),α(y)

) =
n∑

i=1

∣∣α(x)i − α(y)i
∣∣

=
n∑

i=1

∣∣∣∣η(0)σ (i) + (
η
(
e(i)) − η(0)

)
σ(i) · xi − η(0)σ (i) − (

η
(
e(i)) − η(0)

)
σ(i) · yi

∣∣∣∣
=

n∑
i=1

∣∣∣∣(η(
e(i)) − η(0)

)
σ(i)(xi − yi)

∣∣∣∣
=

n∑
i=1

|xi − yi | ,

since d
(
η(e(i)), η(0)

) = d
(
e(i), 0

) = 1.
We now show that αH is equal to η, that is, for all x ∈ {0, 1}n , α(x) = η(x). We do so by showing that the components 

are the same. We handle this case very similarly to the one where we showed that α is bijective on [0, 1]n .
Let i ∈ [n] be an arbitrary index, let x ∈ {0, 1}n , and consider that η maps position i to position j ∈ [n]. We now make a 

case distinction with respect to whether η takes the complement at position j or not.
1. η(x) j = xi :

α(x) j = η(0) j + (
η
(
e(i))

j − η(0) j
) · xi = 0 + (1 − 0) · xi = xi = η(x) j .

2. η(x) j = 1 − xi :

α(x) j = η(0) j + (
η
(
e(i))

j − η(0) j
) · xi = 1 + (0 − 1) · xi = 1 − xi = η(x) j .

Hence, for all j ∈ [n], α(x) j = η(x) j . This finishes the proof. �
It follows from Lemma 2 that each Hamming automorphism α has a unique distance-preserving extension to [0, 1]n . 

Let α̂ denote this unique extension of α to an isometric automorphism.

3. Unbiased EDAs

We start by defining the general concept of unbiasedness of a black-box algorithm. Such an algorithm follows the very 
general framework of querying bit strings from an oracle, where each query (i.e., sample) can only depend on all bit strings 
and their fitness queried so far. The original definition of unbiased black-box complexity was introduced by Lehre and 
Witt [5]. Since then, the definition has been stated several times in different formulations [6,11,33]. Usually, the definition 
makes use of unbiased variation operators, which are operators that sample from distributions in a way that is invariant 
under permutations and complementations (thus, only implicitly capturing the time point of the query).

Rowe and Vose [6], however, take a different approach and define unbiasedness in terms of the sequence of queries to 
the oracle (the trace). In this definition, an algorithm is unbiased if its trace is invariant under permutations and comple-
mentations (thus, only implicitly capturing the distribution used for sampling).

We use the definition of Rowe and Vose [6], phrased in the sense of our previously introduced concepts of permutations 
and complementations of [0, 1]n .

Definition 3. A black-box algorithm A is a mapping that takes a sequence of bit strings with corresponding fitness values 
and returns a bit string. Since A may be randomized, a black-box algorithm A and a fitness function f together define a 
sequence of random variables (X (i))i∈N , where X (i) denotes the i-th bit string computed by A:

∀i ∈N: X (i) = A
((

X ( j), f
(

X ( j)))
j<i

)
.

For a given algorithm A and fitness function f , we denote the dependency of X (i) on A and f by writing for all i ∈ N, 
X (i)(A, f ).

We call a black-box algorithm A unbiased if and only if for all Hamming automorphisms α, all fitness functions f , and 
all i ∈N,

X (i)(A, f ) = α
(

X (i)(A, f ◦ α)
)
. (3)
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Intuitively, when given an unbiased black-box algorithm A, it performs the same when optimizing f or f ◦ α; the only 
difference is that A using f optimizes the unperturbed hypercube, whereas A using f ◦α optimizes the hypercube perturbed 
by α. This way, if A using f samples x, A using f ◦ α samples α−1(x) with the same probability and queries (with the 
same probability) the same individual: x = α(α−1(x)) (since f (x) = ( f ◦α)(α−1(x))). Note that an n-Bernoulli-λ-EDA A is a 
black-box algorithm, as it samples λ bit strings every iteration, which can trivially be sequentialized. The probability vector p
of A is implicitly captured in the history of search points X (i)(A, f ), where those with indices i ∈ {λt, . . . , λ(t + 1) − 1} share 
the same distribution, which is p(t) . We now focus on an invariance property of the update scheme of an n-Bernoulli-λ-EDA.

Definition 4. Let A be an n-Bernoulli-λ-EDA with update scheme ϕ , and let H be a family of bijections over [0, 1]n with 
fixed point 1/2 such that for all h ∈ H, h−1 ∈ H. We say that A is H-invariant if and only if, for all h ∈ H, all fitness 
functions f , all possible frequency vectors p ∈ P (A), and all offspring populations D that can be sampled by p,

h
(
ϕ

(
p,

(
x, f (x)

)
x∈D

)) = ϕ
(
h (p) ,

(
h (x) , f (x)

)
x∈D

)
.

Note that the right-hand side of this equation can be written as ϕ
(

h (p) ,
(
x, ( f ◦ h−1)(x)

)
x∈h(D)

)
, that is, h (p) can 

sample h (D) (since p can sample D). In the following, if H is the class of all permutations, we call an H-invariant 
n-Bernoulli-λ-EDA A permutation-invariant. If H is the class of all complementations, we call A complementation-invariant. 
And if H is the class of all isometric automorphisms, we call A automorphism-invariant. Note that any function in any of 
these families has 1/2 as a fixed point. This is important in order to ensure that A has an initial distribution that is equally 
fair to any function h ∈ H.

Lemma 5. Let A be an H-invariant n-Bernoulli-λ-EDA. Then, for all h ∈H, all time steps t, and all p(t) ∈ P (t)(A),

h
(

p(t)) ∈ P (t)(A) .

Proof. Let h be any function of H. We prove this lemma by induction over t .
For the base case, we have p(0) = 1/2, which is equal to h (1/2), since 1/2 is a fixed point for any h ∈ H. Hence, 

h
(

p(0)
) ∈ P (0)(A).

For the inductive step, we assume that h
(

p(t)
) ∈ P (t)(A) holds. We now show that h

(
p(t+1)

) ∈ P (t+1)(A) holds.
Due to the definition of an n-Bernoulli-λ-EDA, we have that p(t+1) = ϕ

(
p(t),

(
x, f (x)

)
x∈D

)
. And since A is H-invariant, 

it holds that

h
(
ϕ

(
p(t),

(
x, f (x)

)
x∈D

))
= ϕ

(
h

(
p(t)

)
,
(
h (x) , f (x)

)
x∈D

)
.

Thus, h
(

p(t+1)
) = ϕ

(
h

(
p(t)

)
,
(
h (x) , f (x)

)
x∈D

)
. Due to the induction hypothesis, it holds that h

(
p(t)

) ∈ P (t)(A). By definition 
of an update, it follows that ϕ

(
h

(
p(t)

)
,
(
h (x) , f (x)

)
x∈D

) ∈ P (t+1)(A), which completes the proof. �
Lemma 5 shows how heavily the update scheme of an n-Bernoulli-λ-EDA is already restricted when assuming that it 

is invariant. We now state our main theorem, which characterizes when an n-Bernoulli-λ-EDA is unbiased. Recall that we 
defined α̂ to be the unique extension of a Hamming automorphism α after Lemma 2.

Theorem 6. Let A be an n-Bernoulli-λ-EDA. The following are equivalent:

1. A is unbiased.
2. For all fitness functions f , all isometric automorphisms α̂, and all t ∈N,

p(t)(A, f ) = α̂
(

p(t)(A, f ◦ α)
)
. (4)

3. A is automorphism-invariant.
4. A is permutation- and complementation-invariant.

Proof. (1) ⇒ (2). Let f be any fitness function, and let α̂ be any isometric automorphism. Note that α
(

X (i)(A, f ◦ α)
) =

α̂
(

X (i)(A, f ◦ α)
)
, since α̂ maps bit strings to bit strings, according to Lemma 2.

As mentioned before, the random variables X (i)(A, f ) with indices i ∈ {λt, . . . , λ(t + 1) − 1} follow the same distribution, 
which is p(t) . This means that p(t)(A, f ) describes the distribution of (amongst others) X (λt)(A, f ), as A samples bit strings 
according to its frequency vector, due to the definition of an n-Bernoulli-λ-EDA.

Since we assume that A is unbiased, the random variable X (λt)(A, f ) is equal to α̂
(

X (λt)(A, f ◦ α)
)

for any t , and, thus, 
their distributions are equal as well. This means that Equation (4) holds.
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(1) ⇐ (2). Since Equation (4) holds and since p(t)(A, f ) and p(t)(A, f ◦α) describe distributions over bit strings, it follows 
that X (λt)(A, f ) = α̂

(
X (λt)(A, f ◦ α)

)
for all t .

Due to an n-Bernoulli-λ-EDA sampling λ individuals every iteration, it follows that X (λt)(A, f ) is equal to X (i)(A, f ), 
where i ∈ {λt + 1, . . . , λ(t + 1) − 1}. This shows Equation (3) for the remaining indices i and finishes this direction.

(2) ⇒ (3). Let f be any fitness function, let α̂ be any isometric isomorphism, let t ∈ N be any iteration, let p(t) =
p(t)(A, f ), and let p̃(t) = p(t)(A, f ◦ α). Note that due to the definition of P (A), we cover all p ∈ P (A) by choosing an 
arbitrary t and considering p(t) . We now show that A is automorphism-invariant.

Since Equation (4) holds, we have that p(t+1) = α̂
(

p̃(t+1)
)
. Due to the definition of an update, this means that

ϕ
(

p(t),
(
x, f (x)

)
x∈D

)
= α̂

(
ϕ

(
p̃(t),

(
x, ( f ◦ α)(x)

)
x∈D̃

))
, (5)

where D should be sampled by p(t) and D̃ should be sampled by p̃(t) .
Due to Equation (4), we further have that p(t) = α̂

(
p̃(t)), which is equivalent to α̂ −1

(
p(t)

) = p̃(t) , since α̂ is invertible.
Substituting this into Equation (5) and inverting α̂ leads to

α̂ −1
(
ϕ

(
p(t),

(
x, f (x)

)
x∈D

))
= ϕ

(
α̂ −1(p(t)), (x, ( f ◦ α)(x)

)
x∈D̃

)
.

Note that D̃ = α̂ −1(D), since p̃(t) = α̂ −1
(

p(t)
)

and that f ◦ α = f ◦ α̂, since α and α̂ are equal on bit strings. Thus, the 
above equation is equivalent to A being automorphism-invariant, as we discussed after Definition 4.

(3) ⇒ (2). For this direction, we use the same notation as in the previous direction. We now show that Equation (4)
holds for all t .

For the base case, we have p(0) = p̃(0) = 1/2 by the initialization step of an n-Bernoulli-λ-EDA. Permutations obviously 
do not change this equality, since all frequencies are the same. Complementations also do not change anything, since 
1 − 1/2 = 1/2. Hence, p(0) = α̂

(
p̃(0)

)
, as we desire.

For the inductive step, we assume that Equation (4) holds up to a t ∈ N, which is equivalent to α̂ −1
(

p(t)
) = p̃(t) . When 

making an update, we get

p̃(t+1) = ϕ
(

p̃(t),
(
x, ( f ◦ α)(x)

)
x∈α−1(D)

)
= ϕ

(
α̂ −1(p(t)), (α−1(x), f (x)

)
x∈D

)
,

where D is a random variable denoting an offspring population that can be sampled by p(t) , and where we used the 
induction hypothesis and that ( f ◦ α)

(
α−1(x)

) = f (x).
Since A is automorphism-invariant, we can pull α̂ −1 in front of ϕ . Hence, we get

ϕ
(
α̂ −1(p(t)), (α−1(x), f (x)

)
x∈D

)
= α̂ −1

(
ϕ

(
p(t),

(
x, f (x)

)
x∈D

))
,

which is equivalent to p̃(t+1) , as we have seen previously.
Substituting ϕ

(
p(t),

(
x, f (x)

)
x∈D

)
with p(t+1) , we get

p̃(t+1) = α̂ −1(p(t+1)
) ⇔ p(t+1) = α̂

(
p̃(t+1)

)
,

which is what we wanted to show.
(3) ⇒ (4). This direction is trivial, since every permutation and every complementation is an isometric automorphism.
(4) ⇒ (3). Let α̂ be any isometric automorphism, and let f be any fitness function. Let σ be a permutation and χ be a 

complementation such that α̂ = χ ◦ σ .
Since A is permutation-invariant, we get for any p ∈ P (A) and any D sampled by p,

σ
(
ϕ

(
p,

(
x, f (x)

)
x∈D

)) = ϕ
(
σ(p),

(
σ(x), f (x)

)
x∈D

)
= ϕ

(
σ(p),

(
x, ( f ◦ σ−1)(x)

)
x∈σ (D)

)
,

where σ(p) ∈ P (A), due to Lemma 5, and σ (D) is an offspring population that can be sampled by σ (p). Thus, since A is 
also complementation-invariant and since ( f ◦ σ−1) is also a fitness function, we get

χ
(
ϕ

(
σ(p),

(
x, ( f ◦ σ−1)(x)

)
x∈σ (D)

))
= ϕ

(
χ

(
σ(p)

)
,
(
χ (x) , ( f ◦ σ−1)(x)

)
x∈σ (D)

)
= ϕ

(
χ

(
σ(p)

)
,
(
χ

(
σ(x)

)
, f (x)

)
x∈D

) = ϕ
(
α̂(p),

(
α(x), f (x)

)
x∈D

)
.

We now combine both cases and get

α̂
(
ϕ

(
p,

(
x, f (x)

)
x∈D

)) = χ
(
σ

(
ϕ

(
p,

(
x, f (x)

)
x∈D

)))
= ϕ

(
α̂(p),

(
α(x), f (x)

)
x∈D

)
,

which means that A is automorphism-invariant.

Overall, we showed all equivalences that we stated. �
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4. Decomposability

Theorem 6 characterizes the unbiasedness of any n-Bernoulli-λ-EDA, that is, its statement is very general, and some 
of the requirements may be difficult to check. Common n-Bernoulli-λ-EDAs have a more specific update scheme than the 
one presented in the framework (Algorithm 1). Thus, we can give more precise statements on unbiasedness if we focus on 
meaningful subsets of update schemes.

In the following, we consider a major subclass of n-Bernoulli-λ-EDAs whose update schemes can be split into separate 
functions. We call such EDAs decomposable. Within this class, we look at algorithm that we call singularly decomposable and 
self-complementary. The former (which includes all locally updating algorithms) are permutation-invariant, the latter are 
complementation-invariant. Hence, an algorithm having both properties are unbiased.

Definition 7. Let A be an n-Bernoulli-λ-EDA with update scheme ϕ . We say that A is decomposable if and only if there 
exists a set of n functions ϕ̇i : [0, 1] × ({0, 1} ×R

)λ →R, indexed by i ∈ [n], such that for all fitness functions f , all possible 
frequency vectors p ∈ P (A), all offspring populations D that can be sampled by p, and i ∈ [n],

ϕ
(

p,
(
x, f (x)

)
x∈D

)
i
= ϕ̇i

(
pi,

(
xi, f (x)

)
x∈D

)
.

If there is a single function ϕ̇ such that for all i ∈ [n], ϕ̇ = ϕ̇i , we say that A is singularly decomposable. We then drop the 
index i.

A decomposable n-Bernoulli-λ-EDA performs an update per frequency independently of values at other positions. How-
ever, the update function used may differ from frequency to frequency.

Theorem 8. Let A be a decomposable n-Bernoulli-λ-EDA. The following are equivalent:

1. A is singularly decomposable.
2. A is permutation-invariant.

Proof. (1) ⇒ (2). Let ϕ̇ denote the update function used by A for every frequency, and let σ be any permutation. Consider 
that σ maps position i ∈ [n] to position j ∈ [n].

Since A is singularly decomposable, we get

ϕ
(
σ(p),

(
σ(x), f (x)

)
x∈D

)
j
= ϕ̇

(
σ(p) j,

(
σ(x) j, f (x)

)
x∈D

)
= ϕ̇

(
pi,

(
xi, f (x)

)
x∈D

) = σ
(
ϕ

(
p,

(
x, f (x)

)
x∈D

))
j
.

And since i and j are arbitrary, it follows that A is permutation-invariant.
(2) ⇒ (1). We prove this direction by contraposition. Hence, assume that A is not singularly decomposable. Since A is 

still decomposable, there exist at least two different update functions ϕ̇i and ϕ̇ j .
Let f ∗ be a fitness function, p∗ ∈ P (A) a possible frequency vector, and D∗ an offspring population that can be sampled 

by p∗ such that

ϕ̇i
(

p∗
i ,

(
xi, f ∗(x)

)
x∈D∗

) �= ϕ̇ j
(

p∗
i ,

(
xi, f ∗(x)

)
x∈D∗

)
. (6)

Note that only the index of ϕ̇ changes, since the functions are different for the same input.
Let σ ∗ be a permutation that maps i to j. Similar to the direction before, we have

σ ∗(ϕ
(

p∗,
(
x, f ∗(x)

)
x∈D∗

))
j
= ϕ̇i

(
p∗

i ,
(
xi, f ∗(x)

)
x∈D∗

)
and

ϕ
(
σ ∗(p∗),

(
σ ∗(x), f ∗(x)

)
x∈D∗

)
j
= ϕ̇ j

(
p∗

i ,
(
xi, f ∗(x)

)
x∈D∗

)
.

Using Inequality (6), we get by combining the two above equations that

σ ∗(ϕ
(

p∗,
(
x, f ∗(x)

)
x∈D∗

))
j
�= ϕ

(
σ ∗(p∗),

(
σ ∗(x), f ∗(x)

)
x∈D∗

)
j
,

which means that A is not permutation-invariant. This finishes the proof. �
Theorem 8 provides a very strong guideline for creating n-Bernoulli-λ-EDAs: if your algorithm should be decomposable 

and unbiased, then it has to be singularly decomposable. This statement is helpful, since it is not hard to come up with a 
singularly decomposable n-Bernoulli-λ-EDA. But it also tells us that there is no sense in trying any more complicated update 
schemes if we want a decomposable one. A question that might now be asked is whether unbiasedness implies decompos-
ability. If so, we would know that only singularly decomposable n-Bernoulli-λ-EDAs could be unbiased. Unfortunately, there 
exist algorithms that are not decomposable but still unbiased, as we will argue next.
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4.1. An unbiased non-decomposable EDA

The idea of the algorithm we are going to present is the following: the update scheme is closely related to the one of 
λ-ASIB. However, the parameter ρ is adaptive with respect to the current frequency vector. The more each frequency is away 
from its center 1/2, the greater ρ gets. This means that the step size is increased the further the algorithm commits to a 
certain direction for its frequencies. Formally, for any ρ ∈ [0, 1] and any frequency vector p, let ρp = ρ( 1

2 + 1
n

∑n
k=1 |pk − 1

2 |). 
Consider the following update scheme:

ϕ
(

p,
(
x, f (x)

)
x∈D

)
i
= (

1 − ρp
)

pi + x(1)
i · ρp , (7)

where x(1) – the individual of rank 1 – is determined uniformly at random in the case of ties. Note that an n-Bernoulli-λ-EDA 
with such an update scheme is not decomposable, as ρp uses all frequencies.

Proposition 9. Let A be the n-Bernoulli-λ-EDA with update scheme ϕ as given in Equation (7). A is unbiased.

Proof. We use Theorem 6 and show that A is permutation- and complementation-invariant.
We start by showing that A is permutation-invariant. For this, let σ be an arbitrary permutation that maps i to j. We 

get

σ
(
ϕ

(
p,

(
x, f (x)

)
x∈D

))
j
= (

1 − ρp
)

pi + x(1)
i · ρp

= (
1 − ρσ(p)

)
σ(p) j + σ

(
x(1)

)
j · ρσ(p)

= ϕ
(
σ(p),

(
σ(x), f (x)

)
x∈D

)
j
,

as we can re-order the summands in ρp without changing its value.
Note that the update σ

(
ϕ

(
p,

(
x, f (x)

)
x∈D

))
and the update ϕ

(
σ(p),

(
σ(x), f (x)

)
x∈D

)
are both random variables. Thus, 

x(1) does not necessarily have to denote the same individual when looking at both cases. However, due to our assumptions 
on x(1) , we do not have to consider it changing in-between the equations, since x(1) and σ

(
x(1)

)
both have fitness f

(
x(1)

)
and, thus, get chosen for an update with equal probability in both cases. This shows that A is permutation-invariant.

We now show that A is complementation-invariant. For this, let χ be an arbitrary complementation. Note that 
|χ (p)k − 1/2| = |pk − 1/2| and, thus, ρp = ρχ(p) .

Consider that χ takes the complement at position i; the other case of χ not changing anything at position i can be 
shown analogously and more easily. Thus, we get

ϕ
(
χ (p) ,

(
χ (x) , f (x)

)
x∈D

)
i
= (

1 − ρχ(p)

)
χ (p)i + χ

(
x(1)

)
i · ρχ(p)

= (
1 − ρp

)
(1 − pi) + (

1 − x(1)
i

) · ρp

= 1 − ρp − (
1 − ρp)pi + ρp − x(1)

i · ρp

= 1 − (
(1 − ρp)pi + x(1)

i · ρp
)

= χ
(
ϕ

(
p,

(
x, f (x)

)
x∈D

))
i
,

which means that A is complementation-invariant. This completes the proof. �
The update scheme presented in Equation (7) uses the entire frequency vector to update any frequency pi , but it only 

uses the i-th bit for each individual in the offspring population D . Thus, it may be that an operator that makes use of D in 
a non-bit-wise manner might make the algorithm biased. However, there exist operators that use D entirely and still result 
in unbiased algorithms.

One example is the operator s(D), which we will define after introducing the following auxiliary function (for i ∈ [n]):

s(D, i) =
{

1 if
∑

x∈D xi ∈ {0, λ} ,

0 otherwise.

Note that s(D, i) is 1 if and only if all individuals have the same value at index i; or else, it is 0. Now, let s(D) =
(1/n) 

∑n
k=1 s(D, k). Consider the update scheme

ϕ
(

p,
(
x, f (x)

)
x∈D

)
i
= (

1 − ρ · s(D)
)

pi + x(1)
i · ρ · s(D) . (8)

Analogous to Proposition 9, this update scheme is unbiased. Essentially, this boils down to s(D) being permutation- and 
complementation-invariant.
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Finally, one can combine the schemes of Equations (7) and (8), and the resulting n-Bernoulli-λ-EDA is still unbiased. Thus, 
the class of unbiased decomposable n-Bernoulli-λ-EDAs is a proper subset of the class of all unbiased n-Bernoulli-λ-EDAs. 
However, many theoretically analyzed n-Bernoulli-λ-EDAs – such as the ones in Example 1 – are singularly decomposable.

4.2. Unbiased decomposable EDAs

We now look at complementation invariance for decomposable n-Bernoulli-λ-EDAs. For this, we define the following 
property.

Definition 10. Let A be a singularly decomposable n-Bernoulli-λ-EDA with update scheme ϕ , using the update function ϕ̇ . 
We say that A is self-complementary if and only if for all fitness functions f , all possible frequency vectors p ∈ P (A), all 
offspring populations D that can be sampled by p, and all indices i,

1 − ϕ̇
(

pi,
(
xi, f (x)

)
x∈D

) = ϕ̇
(
1 − pi,

(
1 − xi, f (x)

)
x∈D

)
.

The update of a self-complementary n-Bernoulli-λ-EDA works in the following way: increasing or decreasing a frequency 
at index i (the probability to sample a 1) is the same as decreasing or increasing, respectively, the complement of the 
frequency (the probability to sample a 0) in the same manner as the frequency would if all the bits at index i were 
inverted. This means that the scheme for decreasing follows from the scheme of increasing or vice versa. We can now state 
the following theorem.

Theorem 11. Let A be a singularly decomposable n-Bernoulli-λ-EDA. The following are equivalent:

1. A is complementation-invariant.
2. A is self-complementary.

Proof. (1) ⇒ (2). This direction trivially follows from Definition 4 by applying Definition 7 and using the complementation 
such that for all i, χ (p)i = 1 − pi .

(2) ⇒ (1). The update scheme ϕ is per component equal to ϕ̇ by Definition 7 for any i. Thus, we can consider an 
arbitrary i. For any complementation χ with χ (p)i = pi , the equation in Definition 4 trivially holds. Thus, only the case 
χ (p)i = 1 − pi needs to be considered, which holds by the assumption of point (2). �

For a singularly decomposable n-Bernoulli-λ-EDA, checking complementation-invariance is very straightforward. We can 
now give a more specific characterization of unbiasedness.

Corollary 12. Let A be a decomposable n-Bernoulli-λ-EDA. The following are equivalent:

1. A is unbiased.
2. A is singularly decomposable and self-complementary.

Proof. We show that point (2) is equivalent to A being permutation- and complementation-invariant. Theorem 6 then yields 
the equivalence to point (1).

Due to Theorem 8, A being singularly decomposable is equivalent to it being permutation-invariant; and due to Theo-
rem 11, being self-complementary is equivalent to being complementation-invariant. This finishes the proof. �
4.2.1. Examples of unbiased decomposable EDAs

We now apply Corollary 12 to some of the algorithms mentioned in Example 1 to prove their unbiasedness. We discuss 
the remaining algorithms in the next section.

Theorem 13. PBIL, the UMDA, and λ-ASIB are unbiased.

Proof. We only show that PBIL is unbiased, since the UMDA and λ-ASIB are special instances of it. Note that PBIL is sin-
gularly decomposable. Thus, we only show that it is complementation-invariant. Then, applying Corollary 12 finishes the 
proof.

In the following, let ϕ̇ denote the update function that PBIL uses for its update scheme. Further, recall that we assume a 
uniform tie-breaking rule, that is, if there is a tie in fitness, the winner is determined uniformly at random. Hence, for any 
fitness function f and any Hamming automorphism α, if an individual x is the winner of a tie-break using f , α(x) will be 
the winner of a tie-break using f ◦ α−1 with equal probability.
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ϕ̇
(
1 − pi,

(
1 − xi, f (x)

)
x∈D

) = (1 − ρ)(1 − pi) + ρ

∑μ
k=1

(
1 − x(k)

i

)
μ

= 1 − ρ − (1 − ρ)pi + ρ

(
μ

μ
−

∑μ
k=1 x(k)

i

μ

)
= 1 −

(
(1 − ρ)pi + ρ

∑μ
k=1 x(k)

i

μ

)
= 1 − ϕ̇

(
pi,

(
xi, f (x)

)
x∈D

)
.

Note that 1 − x(k) and x(k) have the same rank with equal probability, due to uniform tie-breaking. Thus, the equalities 
shown above hold. �
5. Locally updating EDAs

Last, we look at locally updating n-Bernoulli-λ-EDAs. In Theorem 13, we skipped the cGA and the (1, λ)-EA. We did 
so because these algorithms are locally updating and, thus, their update schemes can be expressed very concisely. Hence, 
we want to give a characterization that is even easier to check than the one given in Corollary 12. Note that all locally 
updating n-Bernoulli-λ-EDAs are singularly decomposable by definition and, hence, already permutation-invariant by The-
orem 8. We focus on a subclass of algorithms that move symmetrically and show that this property is equivalent to being 
complementation-invariant and, thus, unbiased.

Definition 14. Let A be a locally updating n-Bernoulli-λ-EDA. We say that A moves symmetrically at position i ∈ [n] if and 
only if for all fitness functions f and all offspring populations D that can be sampled by a frequency vector from P (A),

flip
(
move

((
xi, f (x)

)
x∈D

)
i

) = move
((

1 − xi, f (x)
)

x∈D

)
i , (9)

where flip : {up, stay, down} → {up, stay, down} swaps ‘up’ and ‘down’ and maps ‘stay’ to ‘stay’, or Pi(A) = {1/2}. If A moves 
symmetrically at all positions i ∈ [n], we say that it moves symmetrically.

A symmetrically moving n-Bernoulli-λ-EDA moves a frequency into the opposite direction if all the bits for an update at 
this position are flipped.

Theorem 15. Let A be a locally updating n-Bernoulli-λ-EDA. The following are equivalent:

1. A is complementation-invariant.
2. A moves symmetrically.

Proof. In this proof, we show that being self-complementary (Definition 10; here denoted by (S)) is equivalent to A moving 
symmetrically (this theorem’s point (2)). The equivalence to A being complementation-invariant then follows by applying 
Theorem 11. In the following, we always consider any i ∈ [n].

(S) ⇒ (2). We assume that Pi(A) ⊃ {1/2} and show that Equation (9) holds. For this, let vi = move
((

xi, f (x)
)

x∈D

)
, and 

let vi = move
((

1 − xi, f (x)
)

x∈D

)
. We make a case distinction with respect to vi .

First, assume that vi = up. Then, 1 − ϕ̇
(

pi, 
(
xi, f (x)

)
x∈D

) = 1 − set(pi) by assumption and the definition of a locally 
updating n-Bernoulli-λ-EDA. Further, since we assume that A is self-complementary, we have

1 − ϕ̇
(

pi,
(
xi, f (x)

)
x∈D

) = ϕ̇
(
1 − pi,

(
1 − xi, f (x)

)
x∈D

)
and, thus, 1 − set(pi) = ϕ̇

(
1 − pi, 

(
1 − xi, f (x)

)
x∈D

)
.

We now make a case distinction with respect to vi in the update on the right-hand side. For vi = up, we get 
ϕ̇

(
1 − pi, 

(
1 − xi, f (x)

)
x∈D

) = set(1 − pi) and, thus, 1 − set(pi) = set(1 − pi), which is only true if set(pi) = pi . Now, 1/2 is 
not a fixed point of ‘set’ due our assumption of Pi(A) ⊃ {1/2}. Note that D as well as its bit-wise complement can be sam-

pled in iteration 0, i.e., when p(0) = 1/2, especially p(0)
i = 1/2. Since ‘move’ decides independently of pi in which direction 

to move, vi cannot be ‘up’, because that would contradict A being complementation-invariant in iteration 0: p(1)
i would 

be greater than 1/2 (since 1/2 is not a fixed point) but so would p̃(1)
i (the update of p(0) with respect to the bit-wise 

complement of D). However, p̃(0)
i had to be smaller than 1/2.

For vi = stay, we get 1 − set(pi) = 1 − pi , which, again, can only hold if set(pi) = pi . We can argue analogously to before, 
the only difference being that p̃(1)

i would be 1/2, whereas p(1)
i would, again, be greater than 1/2, which contradicts A being 

complementation-invariant.
For vi = down, we get 1 − set(pi) = 1 − set

(
1 − (1 − pi)

)
, which is always true. Hence, if vi = up, then vi = down.

The other two cases with respect to vi can be done analogously and yield that vi = stay if vi = stay, and that vi = up if 
vi = down (always assuming that P (A) ⊃ {1/2}). All in all, this results in flip(vi) = vi .
i
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(2) ⇒ (S). If Pi(A) = {1/2}, A is trivially complementation-invariant for that position, since its only frequency for this 
position is 1/2, independent of any D sampled.

If Pi(A) ⊃ {1/2}, we show that 1 − ϕ̇
(

pi, 
(
xi, f (x)

)
x∈D

)
is equal to ϕ̇

(
1 − pi, 

(
1 − xi, f (x)

)
x∈D

)
. We start with the former 

and make, as before, a case distinction with respect to vi . Due to A moving symmetrically, we have flip(vi) = vi .
First, assume that vi = up. We then get

1 − ϕ̇
(

pi,
(
xi, f (x)

)
x∈D

) = 1 − set(pi) = 1 − set
(
1 − (1 − pi)

)
= ϕ̇

(
1 − pi,

(
1 − xi, f (x)

)
x∈D

)
,

where the first and third equality follow from the definition of a locally updating n-Bernoulli-λ-EDA’s update scheme, using 
that vi = up (first equality) and that vi = down (third equality). The other two cases can be done analogously and yield the 
same result. This finishes the proof. �

Using Theorem 15, we get the following Corollary.

Corollary 16. Let A be a locally updating n-Bernoulli-λ-EDA. The following are equivalent:

1. A is unbiased.
2. A moves symmetrically.

Proof. We show that point (2) is equivalent to A being unbiased. Note that we assume A to be singularly decomposable, 
as it is locally updating.

Due to Theorem 15, A moving symmetrically is equivalent to it being complementation-invariant, which is equivalent to 
it being self-complementary (Theorem 11); and due to Corollary 12, this is equivalent to A being unbiased. �

For a locally updating n-Bernoulli-λ-EDA, only the ‘move’ function decides whether the algorithm is unbiased or not. The 
remaining update via ‘set’ is already set up to perform an unbiased update. This makes checking for unbiasedness very easy.

Theorem 17. The cGA and the (1, λ)-EA are unbiased.

Proof. We make use of Corollary 16 and show that both algorithms are moving symmetrically. Let i ∈ [n] be an arbitrary 
index. As before, since we assume uniform tie-breaking, we can assume for all x ∈ D that the ranks of x and 1 − x are 
the same with equal probability (as they have the same fitness f (x), according to Equation (9)). Further, we use the same 
notation for the two ‘move’ values as in the proof of Theorem 15: vi and vi .

For the cGA, move
((

xi, f (x)
)

x∈D

) = vi depends on the relation of x(1)
i and x(2)

i . If x(1)
i = x(2)

i , then 1 − x(1)
i = 1 − x(2)

i , as 
well. This means that vi = stay and vi = stay. Thus, flip(vi) = vi .

If x(1)
i > x(2)

i , then 1 − x(1)
i < 1 − x(2)

i . This means that vi = up and vi = down. Hence, flip(vi) = vi . The case x(1)
i < x(2)

i
follows completely analogously. Overall, the cGA moves symmetrically and is, thus, unbiased.

For the (1,λ)-EA, we only have to consider two cases, as its ‘move’ function never yields ‘stay’. If x(1)
i = 1, then 

1 − x(1)
i = 0. Thus, vi = up and vi = down and, hence, flip(vi) = vi . The other case is, again, done completely analogously. 

This completes the proof. �
Since λ-ASIB has the same ‘move’ function as the (1, λ)-EA, it follows from Theorem 17 and Corollary 16 that λ-ASIB is 

unbiased. This observation can be even more generalized: Every locally updating n-Bernoulli-λ-EDA with a ‘move’ function 
as in the cGA or the (1, λ)-EA is unbiased. Thus, the framework of locally updating n-Bernoulli-λ-EDAs provides a powerful 
tool to easily come up with unbiased n-Bernoulli-λ-EDAs: a single (symmetrically moving) ‘move’ function can be used with 
arbitrary ‘set’ functions and will always result in an unbiased algorithm.

6. Conclusions

We analyzed the broad class of n-Bernoulli-λ-EDAs with respect to unbiasedness. That is, we proved when those algo-
rithms behave the same, regardless of the problem encoding, which is a desirable property in true black-box optimization, 
as the optimization algorithm has no knowledge about the representation of the problem. We showed how this applies to 
certain algorithms by providing examples. In order to account for the simpler update schemes of those example algorithms, 
we provided conciser characterizations of certain subclasses, which can be verified more easily. Our results can especially 
be viewed as guidelines on how to create an update scheme when one wants to create an unbiased algorithm – or when 
not.
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