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ABSTRACT
Social media has become a popular communication platform on
which shared content such as images form a large part of the com-
municated data. Yet, shared images can reveal sensitive information
in the sense that the data after its publication remains accessible. Ex-
isting studies provide mechanisms to modify co-owned images for
user privacy but require that every user involved be online in order
to reach an agreement. In cases where users are offline at the time
when the image is posted, no privacy agreement can be reached.
Having a method of reaching a privacy agreement even when some
of the users in the co-owned image are offline is useful in enforcing
individual privacy settings vis-a-vis the co-owned image. In this
paper, we present a multi-agent negotiation model that enforces
individual privacy settings with respect to co-owned images even
when the users are offline. Our multi-agent model includes three
components, namely a coordinator agent, predictor agent, and fil-
tering algorithm. The coordinator agent collects users’ opinions
vis-a-vis a co-owned image to form an image that expresses the
opinions of the involved users. The predictor agent supports the
expression of offline user opinions, while the filtering algorithm
removes privacy-violating information with respect to recent user
opinions. Results from our proof-of-concept implementation in-
dicate that improved efficiency in terms of privacy decisions can
be achieved by employing agents to support offline user decisions
regarding shared content.
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1 INTRODUCTION
Online social networks allow users to upload and share large vol-
umes of content [3]. A key benefit of Online Social Networks (OSNs)
is that they make people feel closer by enabling shared multimedia
content. Images and videos, for instance, from a large bulk of the
shared content [12].

The nature of shared co-owned image, however, increases the
risk of sensitive information exposure. This is in the sense that
uploaded images on OSNs tend to contain information on multiple
individuals (co-owners). Sharing such co-owned images without
the explicit permission of the co-owners can violate users’ privacy
settings.

An example scenario arises in the case of a co-owned image that
is posted to an OSN. The posted image includes three users: Alice
(content uploader), Bob (co-owner), and Carol (close friend). In this
case, a content uploader is a user who intends to post an image on
an OSN like Instagram. This user can be either the owner or a user
who appears in the image. A co-owner is a user or group of users
who have co-ownership on a shared image. Furthermore, a user
called a close friend that has permission to view a shared co-owned
image.

The image is a photo that Alice took at Bob’s graduation party
to share with her friends on OSNs. However, Bob considered his
graduation to be kept secret. Furthermore, Carol has two positions
in this scenario: first, she is a friend of Alice and can observe all
the contents that Alice posts on the OSN; and second, Carol is
Bob’s boss [2]. In this case, Alice decides to post the image on
her OSN without tagging Bob as an image co-owner. By checking
the image posted by Alice, Carol finds out that the image was
taken at Bob’s graduation party. Therefore, Alice inadvertently
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reveals Bob’s private information to Carol by posting the co-owned
image without explicitly obtaining Bob’s permission. In this regard,
having a method of sharing co-owned content or group decision-
making [1] in a privacy-preserving manner is an important step in
protecting users’ privacy vis-a-vis co-owned content on OSNs.

In group decision-making, a group of users (or experts) con-
tribute their opinions to reach a consensus on a joint privacy deci-
sion. This joint privacy decision is then used as an optional solution
with respect to the users’ privacy constraints related to the shared
co-owned content.

In the standard approach to posting shared content (images), all
co-owners must be physically online and actively agree to having
the content posted. This poses a problem when the users involved
(co-owners) are either offline or fail to provide a response. In order
to address this problem, in this paper, we propose an agent-based
negotiation model to protect users’ private information even when
the users concerned are offline. Our proposed model is composed of
three components, namely a coordinator agent, a predictor agent,
and a filtering algorithm. When an image is ready to be posted, the
coordinator agent, which is associated with the user wanting to
post the image, collects opinions submitted by both online users
and user agents acting on behalf of offline (or inactive) users. The
predictor agent supports the user agents in coming to an opinion
that is representative of the affected user’s opinion. In order to
achieve this, the predictor agent computes opinions based on previ-
ous opinions provided by the affected users in similar contexts as
well as an averaging mechanism. When there is no opinion history,
an opinion is determined based on similar user profiles. Once all
the opinions have been collected, the coordinator agent uses the fil-
tering algorithm to blur (remove) all privacy-violating information
from the image based on users’/agents’ opinions.

The rest of the paper is organized as follows. Section 2 intro-
duces recent approaches on collaborative privacy management. Our
proposed solution is presented in Section 3. Empirical results are
provided in Section 4, and finally, a concluding statement is offered
in Section 5.

2 RELATEDWORK
Typically, each user on an OSN has different privacy settings. To
avoid conflicts that originate from different privacy interests with
respect to shared content, the OSNs must restrict user permissions
to online content that they wish to share. This is typically achieved
with constraints on users who have the desire to access published
data. Work on collaborative privacy-preserving content sharing on
OSNs was triggered by Squicciarini et al. [10].

Squicciarini et al. [10] proposed a Clarke-Tax technique that al-
lows users to specify their preferred privacy settings before posting
online content. However, this collaborative privacy management
approach does not take all users’ preferences into account. Wishart
et al. [15] address this caveat with a policy permitting content
uploaders to specify some shared content policies. Still, their ap-
proach does not cover all users’ privacy settings since these change
dynamically.

To address changing privacy requirements, Hu et al. [8] sug-
gested a simple cost-benefit framework that considered either data
sharing loss or privacy risk. Furthermore, Joseph [9] formulated

Figure 1: Multi-Agent Privacy Model

a solution to cope with privacy conflicts. The approach proposed
by Joseph [9] utilized partitions to identify conflicts in accessor
space segments. Multi-party access control was offered by Suvitha
[11]. According to Suvitha’s [11] approach, a viewer should follow
a two-step verification process to access online content. A privacy
protection approach considering both unlisted friends and OSN
service providers was proposed by Ali et al. [2]. In their approach
[2], a cartographic framework was suggested to address the OSN
privacy concerns. Ulusoy [13] provided an improved Clarke-Tax
method, and Du et al. [4] exploited an evolutionary game model to
protect user’s privacy.

3 PRIVACY NEGOTIATIONS MULTI-AGENT
MODEL

The process of content sharing starts with uploading a co-owned
image on an OSN. Co-owners must confirm that the online con-
tent can be shared. This is essential in guaranteeing user privacy
vis-a-vis shared content. Using general privacy settings does not
adequately protect individual user privacy. To protect users’ privacy
by considering each user’s specific interest, we cannot offer, and
also apply, general data protection rules for all clients. Therefore,
having a model that supports users in customizing their privacy
settings and making explicit decisions about the content that would
reveal their sensitive data is important.

Our multi-agent model works for privacy by activating a post
uploader agent (super agent). The super agent coordinates the oper-
ations of the other agents involved in the image posting decision by
activating the related agents. Then, this coordinator agent collects
opinions either submitted directly by online users or predicted by
agents in the case of offline or inactive users.

As shown in Figure 1, a user submits his/her opinion if that
client is available (online) on the OSN. Otherwise, the coordinator
agent activates the offline users’ agent to predict the associated
clients’ opinions. An agenti runs a prediction algorithm to explore
the users’ recent online behaviors. Respecting users’ privacy pref-
erences, agenti returns prediction results to a coordinator agent,
which is called uploader agent. Finally, based on the responses
which are received from all agents or online users (aggregated
feedback), the uploader agent filters the co-owned image of all
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privacy-violating data by blurring their faces. We now explain how
the privacy preference prediction mechanism works to support the
privacy negotiation model.

3.1 Privacy-preference prediction
In our prediction framework, an agent is associated with each user
profile to predict the user’s privacy preferences in terms of co-
owned content. In our approach, each agenti utilizes equation 1 to
predict the useri behavior.

fi =

m∑
j=1

Rj ∗ lj

m ∗ z
, 0 ≤ lj ≤ 1 (1)

where, Rj is the useri recent opinions about the shared content,
lj is a weight value that indicates the importance of recent opinionj .
Accordingly, m is the whole number of recently submitted opinions
by useri . Also, z is the maximum value of opinions that a user/agent
can submit in the decision process to reach a consensus.

To allow a co-owned image to be shared on an OSN, users/agents
have to respect an acceptable range of opinion submissions to
determine whether an opinion is strong or not. In standard ap-
proaches, users submit their opinions in a predefined range of
t ≤ O ≤ z, where t and z are the lowest and highest opinion val-
ues that users/agents can submit. Furthermore, the uploader agent
checks the received opinions from other agents, and prevents them
from submitting an opinion in a special range called indecisive
range.

To apply the opinions in the filtering algorithm, the uploader
agent rejects transferring the opinions that are distributed in the
indecisive range. Applying indecisive range supports agents to
predict the behavior of useri based on users’ recent strong opinions
about sharing the online content. Strong approvals/disapprovals
tend to be more close to the upper/lower bound of z/t. Equation
2 shows the indecisive range. In this case, p and q are lower and
upper bounds of the indecisive range, respectively.

t < p ≤ O ≤ q < z (2)
To improve privacy protection, the opinions offered by co-owners

should not be shared among other users/agents. In this regard, the
uploader agent utilizes equation 3 to collect opinions of either users
or agents; then, it shares the average value of the collected opinions
to other associated agents. These agents need the collected opin-
ions to make better and decisive decisions. Decisive opinions are
the opinions that are not located within the indecisive range (see
equation 2). Due to privacy concerns, the uploader agent blurs the
faces that their opinions are in the indecisive range. It is likely that
some agents to be blurred, although they have submitted a positive
response about sharing their online image. This is because their
opinions are recognized to be within the indecisive range.

C =

d∑
j=1

fj +
h∑
i=1

ui

d + h
(3)

where fj is an agentj opinion about the shared content, which
predicts clients’ opinions when they are offline. Also, ui is the online
user opinion, and d is the number of agents that are activated;

Figure 2: Blurred faces

and h is the number of online users;
d∑
j=1

fj is the whole agents

opinions. Furthermore,
h∑
i=1

ui is online users’ opinions. The number

of opinions received from agents should be equal to or less than the
total users since The uploader agent activates agents when their
related users are offline.

In addition to the privacy concerns, using collected opinions signif-
icantly reduces our algorithm time complexity. Since the uploader
agent prevents other agents from communicating with each other
directly.

The uploader agent sends C (collected opinions) to an agentj who
could not return an acceptable response that is out of the range
mentioned in equation 2. Finally, by considering the associated
agents’ opinions, an agentj provides its opinion (Kj ) to send to the
uploader agent as follows:

Kj =



(
fj

s
+
C

w
)

2
, for C ≥ z/2, p ≤ fj ≤ q

(|
fj

s
−
C

w
|)

2
, for C < z/2, p ≤ fj ≤ q

fj , for fj > q | fj < p

(4)

By considering t < {s,w} ≤ z, fj is an agentj opinion, s andw are
weight values that indicate the importance of the target user/agent
opinion and co-owners views, respectively. Agentj submits Kj to the
uploader agent. In this way, agentj predicts the privacy preference
of the userj without having a direct negotiation with other agents.

4 RESULTS
4.1 Experimental setup
The prediction model introduced in this study was implemented on
a system with corei3 Intel CPU 2270 MHz, 6GB RAM, andWindows
10 operating system. We implemented our negotiation model using
Python version 3 [14].

To evaluate our approach, we used Gallager et al. [5] dataset.
The dataset contains images with the following keywords: wedding,
bride, gender, and age. In addition, these images contain individuals
in different situations, such as sitting or standing on particular
surfaces.
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Figure 3: Mean opinion score

Figure 4: (a) Before co-owner’s collaboration (b) After co-
owner’s collaboration

4.2 Evaluating privacy-preference negotiation
model

We utilized Boosted Haarcascade [6] algorithm to detect the co-
owners in the shared images. Figure 2 shows the face detection
algorithm output. Filtering agent takes face positions and sends
them to the uploader agent as well as the associated agents. Fur-
thermore, we applied Gaussian smoothing [7] to blur out the faces
belonging to the users/agents that disagreed to grant permission
for their private information to be published by the uploader agent.

Figure 3 indicates the mean opinion score submitted by five co-
owners. Our negotiation model iterated for 20 steps with different
images and the same number of co-owners (five co-owners). Ac-
cording to the results presented in Figure 3, the collected opinions
submitted by users/agents was 5.74 out of 10.

In addition, in our experimentation, we set indecisive range
which is mentioned in equation 2 as 4.5 ≤ O ≤ 5.5, z=10, t=0.
These numbers are randomly selected values. Figure 4.a presents
the number of agents with indecisive responses. The outcome of
the algorithm shows 23.8 percent of agents failed to provide an
opinion acceptable by the uploader agent. When agents fail to
provide an opinion acceptable to the uploader agent, the uploader
agent handles this by using the other collected agent and user
opinions, from the ones who have provided a valid opinion, to
reach a prediction on a possibly acceptable opinion to the failed
agents.

Figure 4.b depicts agents’ opinions after applying our negotia-
tion scheme coordinated by uploader agent. According to Figure
4.b, 57.15 percent of agents could provide the in range decision in

Figure 5: Time complexity for Six agents

line with uploader agent criteria (see equation 1, equation 2) after
receiving other users’ opinions.

Furthermore, in our multi-agent framework, negotiation be-
tween agents is introduced to improve privacy protection. Since
the collaborations between agents are time-consuming, we use a
coordinator agent to reduce time complexity (Figure 5). According
to our negotiation model results, the coordinator agent collects
whole opinions and then shares them with the target agents. Figure
5 validated the notion of using a coordinator agent with six and
eight co-owners, respectively. Handling negotiations by coordi-
nator agent reduces our prediction approach time complexity by
0.8 percent for six agents and 2.2 percent for eight agents in the
agent-based collaborative privacy management.

5 CONCLUSION
In this paper, we introduced a privacy-preference negotiation ap-
proach for protecting users’ privacy on online social networks. Due
to the fact that users’ response time takes considerable time in the
standard models, we proposed an agent-based framework to main-
tain the popularity of online social networks. Our agent negotiation
model is also applicable when users are offline. We exploited users’
recent behaviors to predict their online social behaviors. Moreover,
our technique utilized the co-owners opinions simultaneously. Ac-
cording to our evaluation, the collaboration between the associated
agents caused them to provide better decisions about the shared
online content. As future work, we plan to consider methods of
improving the user behavior prediction for having higher opinion
accuracy.
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