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Abstract. In this paper, several problems in associating hyperlinks to text and 
the diverse possibilities to overcome these problems are discussed. At the cur-
rent stage, an important aspect is knowledge retrieval of hypertexts. Our ad-
vanced studies on hyperlink management focus mainly on a concept similar to 
Case-Based Reasoning (CBR) systems as a possibility for the automatic genera-
tion of links for hypertexts in addition to traditional textual based methods. A 
detailed discussion of the basic ideas of CBR and an evaluation of its usefulness 
follows. Finally, methods to evaluate the quality of the proposals are described. 

1   Introduction 

The need for high quality hypertexts is increasing as a result of the growing of the 
World Wide Web (WWW). One of the most difficult tasks when writing hypertexts is 
the finding of appropriate links. Modern web authoring systems should not only pro-
vide possibilities to check link consistencies and help to manage any changes that 
might occur, but should also propose links in order to improve the usefulness of the 
documents, which are, in most cases, HTML-files. 

It is very difficult to generate hyperlinks based on text semantics without making 
use of some human interaction. Authoring tools integrate documents of a web site and 
add structural links which are used to navigate through the various pages of a web site. 
Often, these web tools provide means for storing files in special folders (departments) 
according to their content [1]. 

The reason for these difficulties is the knowledge retrieval of the hypertexts to be 
able to make meaningful link suggestions. Automatic link proposals possess several 
advantages. Suggestions can be made very fast and with a minimum of user interac-
tion. 

Several possibilities to derive link proposals on a textual base are known, but all of 
them have their weaknesses, especially concerning the usefulness of the derived link 
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suggestions [2], [3]. To improve the accuracy of the proposals, some approaches apply 
semantic analyses but all of these systems require user feedback of a high quality 
because it is the job of the web author to create the appropriate semantic model for the 
pages [4]. 

In this paper, we focus on a technique derived from Case-Based Reasoning (CBR) 
[5] as a possibility to provide high quality link proposals. The knowledge retrieval 
used is also based on CBR. Even though our main focus deals with the textual analysis 
of documents, the same ideas can also be applied to semantic-based approaches. 

In a first step, we will discuss the most important areas of current hyperlink re-
search. Next, a short summary of the main ideas of CBR systems and their principles 
will follow. After this, we will give a detailed description of the methods for retrieving 
knowledge from hypertexts in order to propose links of high quality. Ideas dealing 
with the evaluation of these results are mentioned next. Finally, we will present a 
conclusion and give a short outlook on future work. 

2   Progress made in Hyperlink Retrieval  

It is very important yet difficult to provide hyperlinks in a (HTML-) document. 
Hyperlinks dramatically improve content quality by presenting related work, 
contradictory positions, further information or simply by the continuation of the next 
page or by giving similar navigational information [6]. The question of how a web 
author can easily find such information remains, though.  

Research on the area of hyperlinks has been carried out since the introduction of the 
World Wide Web service to the Internet. Kaindl et. al. present a compact history of 
the progress made so far [7]. 

Link retrieval research aims at generating hyperlinks if not completely automati-
cally, at least with as little user interaction as possible. Very serious problems arise, 
though, when trying to retrieve hyperlinks of texts on a statistical base without any 
semantic knowledge. The results are of low quality [8]. Allan classified link types into 
three major groups: manual, automatic and pattern-matching [9]. The idea is to re-
trieve at least the easy-to-find links of the two latter groups and leave most of the 
former one to the user. This consideration is very useful even though it contains a 
disadvantage: the classification only works “a posteriori”.  

In this paper, we will describe methods to retrieve some of the “manual” links with 
CBR techniques and focus on the mechanisms to retrieve the corresponding knowl-
edge from the hypertexts. Good examples for classical solutions without using CBR 
can be found in [10] or [11]. 

The dilemma of hyperlink retrieval is that a fully automated generation of links on 
a statistical base [12] leads to relatively bad results in terms of precision and recall, 
while semantic approaches with very good results require a high degree of user inter-
action [13]. If hyperlink retrieval is to be used as a tool for supporting web authors in 
easily adding up links, it would not be appropriate to require the time consuming for-
mulation of a complete model of the semantic dependencies of a text. 



Web authors and users (readers) of hypertexts can also be supported without a gen-
eration of links. Zellweger et. al. introduce the concept of fluid links as a convenient 
way to deal with temporarily visible information [14].  

The technique based on CBR presented in this paper can easily be adapted as part 
of a web authoring system like DAPHNE [1]. It is also appropriate to extend hyperlink 
management systems such as Microcosm [15] with CBR-methods. Another possibility 
would be the use of CBR in combination with Distributed Link Services (DLS) pre-
sented by Carr et. al. in [16]. 

3   Foundations of Case-Based Reasoning Systems 

Research in the area of Case-Based Reasoning begun in the early years of the last 
decade [17]. CBR-systems are well known means of representing knowledge in form 
of cases. Each case can be regarded as a problem together with its solution. A problem 
consists of its description in form of attributes and one or more solutions which refer 
to it. A typical environment of CBR is the area of diagnostics. Here, the attributes are 
the symptoms and the solution is the diagnosis [18]. 

In general, CBR-systems store their cases in a knowledge database called case-
base. To solve a new problem, CBR-systems try to find the most similar cases in the 
case-base. Next, the solutions of these results are transferred to the new problem or are 
simply regarded as solutions of it. Remarkable efforts have been made to find out how 
to store only really usable cases (to avoid storage overflow) and how to learn to adapt 
the rules to compare cases for calculating their similarities [19]. 

CBR work can be divided into two different phases. The first process, the learning 
phase, builds up the case-base with reasonable cases, e.g. problems together with their 
solutions. The quality of the resulting case-base is better particularly after the learning 
phase if the according cases cover the scope of the problem. 

The second process, the classifying phase, compares a new problem with the exist-
ing problems of the cases in the case-base. The solution of the most similar case found 
is a good proposition for a solution of the new problem. In practice, both phases are 
combined. The learning of new cases (new “knowledge”) will continue as long as the 
(real) solutions of formerly posed problems are being recognized. 

A main idea of this paper is to model hyperlink generation problems as a case-base 
and to use the experiences of CBR-systems to retrieve high quality links as proposals 
for the web author. The written texts of the web authors are regarded as the “prob-
lems” and the hyperlinks within are considered to be the “solutions”. A complete hy-
pertext can be viewed as a case. The advantages of CBR-systems to generate hyper-
links are: 

 
• CBR research proves serviceable for extended use (several years) and for use in 

many areas 
• It requires no special user interaction 



• The learning process takes place implicitly (i.e. while the user accepts or rejects a 
link proposal) 

• Core functions of CBR are fast and easy to implement 
• CBR-systems “learn” to adapt personalized link favorites 
• Due to the case model all kinds of (typed) links can be found - not only those that 

point to documents on the local web side   
• The link proposal system can be applied to existent web sites by filling the case-

base with hypertexts 
• CBR can be used in conjunction with other methods (e.g. the concept model of [4]) 
• It is not restricted to language characteristics as described in [7]1  
• Link proposals of CBR do not determine non-ambiguous sources of the hyperlinks 

so that the same keyword can (implicitly) generate more than one link for the hy-
pertext2 

 
On the other hand, there are also some disadvantages of CBR-systems: 

 
• The proposed links do not belong to a small fragment of text but to the whole page 

so that special link positions must be adapted manually  
• CBR generates (many!) link proposals ordered by the probability of their useful-

ness. Therefore, the classical measurements of recall and precision cannot simply 
be applied 

• The quality of the proposals depends on the structure of the case-base. If it is 
empty, the system cannot make any proposals. If it overflows, some cases will be 
“forgotten” 
 

The use of CBR systems can be applied to hyperlink management systems in a 
straightforward manner. In order to verify the quality of the CBR-system, we scan 
web pages and take their links as solutions of the problem described by the (raw) text. 
Before learning those cases we try to classify them first. In the next step, the links 
proposed by the classifying module are being compared to the really existent hyper-
links of the HTML-pages. Finally, the complete page (text attributes together with the 
actual hyperlinks) is learnt as a new case for the case-base. 

It is clear that at the beginning of such a process the resulting proposals – if any – 
are not too useful. The quality of the proposals will only improve while increasing the 
knowledge base and filling it with reasonable cases. 

In the area of diagnostics, there are two unusual adaptations of CBR. The first 
difference arises from a special treatment of hypertexts: a hyperlink that points to the 
HTML-file forming a case should be added to the number of links (solutions) of the 
case-base as well, even though there is no single document which contains this hyper-
link already. To a certain extent, this means that the problem itself is a part of the 
solution – of no relevance for the original case but very important for future classifica-
tion steps of other texts. The other and even more essential difference to classical 
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CBR-systems consists in the storage of the cases themselves. We calculate the most 
probable link proposals implicitly by considering the weights of the according symp-
toms to the regarded links. Usually, CBR-systems are looking for the most similar 
cases in the case-base explicitly and then transfer the results found to an existing prob-
lem. 

4   Knowledge Retrieval of Hypertexts 

A very crucial question in the context of CBR-systems is the transformation of the 
problem into certain properties that represent it. Therefore, it is necessary to retrieve 
the relevant information of the according hypertexts. In this section, we present a 
technique for knowledge retrieval that is based on statistical and syntactical considera-
tions. Usually, a problem is modeled as an n-vector P where n is the number of attrib-
utes used to describe the problem. Every element of P must be normalized into the 
interval [0..1]. The solutions of a case are also represented that way. Here, we speak of 
an m-vector S, which is mostly a binary vector with elements set to 1 if and only if 
solution i solves the Problem P, and 0 otherwise. The variable m is the number of all 
solutions available from the according case-base. Obviously, a problem P can have up 
to m solutions. In the presented concept, the solutions are hyperlinks within the (prob-
lem-) files. To specify the attributes of hypertexts we chose the following settings (if 
available): 

 
• Every important (weighted) keyword of the document is regarded as an attribute 
• Every author of the document forms an attribute 
• The creation date and expiration date of a document are subsumed to one attribute 

“validation” 
• The publishing state3 and the version are combined to form the attribute “availabil-

ity” 
• The department information is one attribute “structure”, but we make the restriction 

that each document must not belong to more than one department 
 
Thus, we made a statistical approach to apply CBR-ideas. Semantic methods could 
have been modeled at this point too. An evaluation of our settings will be given in 
section “5 Evaluation of the CBR-Approach”. 

4.1   Keyword Extraction 

A very difficult problem is the extraction of keywords from a document on the basis 
of statistical distribution [20]. We decided to carry out a full text analysis with a spe-
cial treatment of HTML-tags. All words beside HTML tags, comments and the stop-
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words (e.g. a multilingual list from CD-ISIS [21]) were treated as potential keywords4. 
Beside the classical stopwords we regard in the context of hyperlink management also 
terms as “homepage” and the company's name as unusable for classification of whole 
web pages by keywords. A “word” in this context is a sequence of letters without 
special characters (e.g. hyphens). The following table 1 shows the - arbitrary chosen - 
weights we attached to every word in a text depending on its relative position between 
tags. These settings reflect that keywords in titles or headlines are more important than 
those in the body. In the next version of our CBR-approach, the weights of the key-
words should also be part of the learning process. 

 

Position within tag Weight 
<TITLE> 50 

<META> (description) 10 

<H1> 5 

<H2> 4 

<H3> 3 

<H4> 2 

<BODY> 1 

<A HREF> 0 
Table 1: Distribution of keyword weights 

The number of occurrences of a word in a document multiplied with the settings of 
table 1 results in an absolute weight. Words within the anchor-tag for hyperlink refer-
ences (HREF) are unconsidered because their information results already in a concrete 
link. 

Only the words that exceed a minimum threshold (depending upon the document 
length) are treated as keyword attributes. In addition - if there are too many keywords 
- only the ones with the highest weights are selected5. At the end all weights are pro-
portionally transformed into the interval [0..1]. Thus, all weights are divided by the 
maximum value among them. 
Some essential points of the keyword extraction are: 
• Keyword extraction does not consider ambiguities in the meaning of the words that 

are spelled the same 
• Abridgments and acronyms can be defined in the text itself and will thus be treated 

like stopwords 
• Even if two texts only have few keywords in common, they can share their solu-

tions in CBR-systems 
• The use of full form lexicons for treating different kinds of word-flexion [22] 

should be applied in the future 
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4.2   Author Information 

If the author of an HTML document is known, this information will form an additional 
attribute for the according CBR-case. If there is more than one author, the system is 
able to take care of the varying relevance of the different authors (e.g. the first author 
is weighted by 1, the second by 1/2, the third by 1/3 and so on; or all authors are 
weighted by 1 in case of alphabetically sorted authors). 

4.3   Document Validation 

The idea to consider the “age” of a HTML-file as an attribute to form a CBR-case 
arises from the perception that the relevance of the content depends on its creation and 
expiration time. This is also true for the links contained in these documents. To get a 
linear value between 0.0 and 1.0 for the validation of a file we calculate the “distance 
in time” between now and the lifetime of the document. There are three possibilities as 
described in figure 1: 

 
 
 
 
 
 

Figure 1: Timeline to calculate validation 
 

If the creation or publication time of a document D is in the past and the expiration 
time is in the future (T2 = “now”), the “validation” value ν of D will result in: 

 
         ν = 1.0             (1) 

If the publication time of D is in the future, e.g. D is not yet visible in the Inter-
net/Intranet (T1 = “now”) the validation ν is calculated as:  

(2)  

 
If the document is already obsolete the validation attribute of the corresponding 
documents will obtain the following value (T3 = “now”): 

(3)  

4.4   Departmental Information 

If possible, additional information of the document structure is also used as an attrib-
ute for CBR. Here, the idea is that those documents that are positioned “deeper” in the 
(tree) structure of a web-site obtain a lower value as those on the top level. The usabil-
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ity of links with regard to structure depends on how general the contents of the con-
cerned web pages are. It is more probable that links on the top level are not as specific 
as those in other positions, even though this is not always true. Very often, files all 
over the web-site refer to the root of the tree (the “home” link). 

5   Evaluation of the CBR-Approach 

The presented link proposal method implemented as a pure Java application should be 
a module of a complete hyperlink management system or a standalone program. Even 
though it is not meant to be used “a posteriori” on finished hypertexts, we think that 
the comparison of the system proposals with the real links inside existing documents is 
an appropriate possibility to measure the performance of the system. Therefore, we 
chose several existing web pages, extracted the links within, classified the texts with-
out considering the link information, and compared, finally, both results. The model 
we presented is not easy to classify with regard to the terms precision, recall, thor-
oughness and ease of use [4]. 

• The CBR approach is easy to use because it provides proposals without any prior 
user interaction (no construction of semantic models etc.) 

• All link proposals belong to the whole document. Therefore, the web author has to 
replace the links if she/he wants to have it at a specific location within the text. This 
is an inconvenience of the CBR-approach 

• CBR can only be as accurate as the according cases in the case-base. It can never 
propose a link which has not already been learnt 

• The system makes many proposals, ordered by the probability of their usefulness. 
An evaluation in terms of recall and precision this is rather problematic  

 
Therefore, we introduced new terms on base of the probabilities of the link proposals. 
On the one side, the “Quantified Cumulating Recall (QCR)” describes the sum of all 
probabilities in the set of proposed links that were really found in the hypertext di-
vided by the number of those links. If applied on every link in the hypertext, the QCR 
becomes an increasing curve. On the other side, the “Quantified Cumulating Precision 
(QCP)” describes the share of hits among those proposals (the “good” links of [4]). 
The gradient of both curves signals the quality of the proposals. The best curve would 
be the diagonal.  

As a practical evaluation example, we show below the link proposal results for the 
first ninety pages6 of the Association for Computing Machinery (ACM) 
(www.acm.org), the World Wide Web consortium (W3C) (www.w3.org) and the Insti-
tute of Telematics (TI-FHG) (www.ti.fhg.de)7 (figures 2 and 3).  
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files were considered. For external web scans only the keyword attributes were available. 
7 We did not begin with the document root here, but with the “no frames” root page. 



 
 
 
 
 
 
 
 

Figure 2: Quantified Cumulating Recall  Figure 3: Quantified Cumulating Precision 
 

The QCP of the TI-FHG proposals was higher because we could use here the com-
plete set of attribute values (keywords, author information, validation etc.). The over-
all recall and precision results are rather good, but a lot of effort has still to be done in 
order to become perfect. 

6   Conclusion and Outlook 

We presented a method similar to Case-Based Reasoning to propose links in the con-
text of hyperlink management systems. After a general introduction of CBR-systems 
we focused on a special model for hyperlink suggestions with some differences to 
classical approaches. Especially, we decreased the importance of the cases themselves 
and operated with implicit similarities instead of explicitly looking for the best match-
ing element in the case-base. The difficult task of retrieving knowledge from a hyper-
text was split into several parts. The most important attributes are the weighted key-
words. 

In order to adequately measure the quality of the system proposals we refined the 
terms of recall and precision. In the evaluation part, we presented some promising 
results of “a posteriori” classifications of web pages. 

Even though the proposal mechanism works rather well, several improvements are 
possible. Our future work aims at increasing the efficiency of the learning algorithm 
and the finding of the best parameter values. The method must be extended by consid-
ering not only proposal acceptance but also the rejection of hyperlink suggestions to 
improve precision. 
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