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Abstract After a brief description of an algorithm for proposing hyperlinks, this article focuses on
a general class of “Cognitive Algorithms” to improve Web-applications. The idea of the hyperlink-
proposal mechanism is based on the concept of Case-Based Reasoning, even though there are also
several important differences. A closer look at the methodological implementation of this process can
also help to find new solutions for other Web-specific problems.
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1 Introduction

In this paper, we will focus on the research of propos-
ing links for hypertexts in general and a concrete
technique based on statistical information retrieval.
We will regard the underlying method as an instance
of an abstract class of algorithms to improve Web-
applications. The idea is to solve the task of find-
ing appropriate links rather fast and straightforward
with “learning” and “classifying” phases.

This concept is based on Case-Based Reasoning
(CBR) theory, which will be highlighted briefly.

The contribution aims at defining the abstract
class of those techniques as Cognitive Algorithms for
Web-applications. Furthermore, several working ar-
eas are enumerated where the same concept may re-
sult in important improvements.

2 Hyperlink-Proposal Research

Hyperlinks are most important for HTML docu-
ments and they are one reason for the enormous
success of the World Wide Web. They create rela-
tionships between two documents on base of pre-
senting related work, contradictory positions, fur-
ther information or simply by the continuation of
the next page or by giving pure navigational infor-
mation [Ric98]. In general, it is rather difficult to
find appropriate targets for hyperlinks. The progress
made so far on the area of retrieving hyperlinks is
summarized in [KKD99].

On the one hand, the best results for proposing
hyperlinks are obtained by use of semantic knowl-
edge, but this processing requires enormous user in-
teraction [PMH97]. On the other, approaches on a
pure statistical base (see [GZ93]) without any se-
mantic knowledge result in rather low quality pro-
posals [Glu89].

Nevertheless, we focus on retrieving hyperlinks
on base of statistical information retrieval with ap-
proved methods (e.g. [Teb98]). One interesting con-
cept is, for instance, Chang’s HieNet. A description
of this approach can be found in [Cha93].

In the following, we will describe briefly the gene-
ration of hyperlink-proposals on base of some CBR-
similar techniques and we will focus on the general
processing and the main algorithmic phases. Good
examples for classical solutions without using CBR
can be found - for instance - in [MS93].

3 Constructing a Hyperlink-Proposal
Algorithm

We present a hyperlink-proposal system where all
links that are part of any hypertext can be proposed
no matter whether the target document is part of
the system or not. Storing the possible hyperlinks
is not enough, though. Of major importance is the
fact that the system must store the relationship be-
tween the text and the associated links. This step is
called a learning process. Therefore, the database can
also be called a knowledge-base. The quality of this
knowledge-base depends on the quality of the learn-
ing process: How can the information of the texts be
combined with appropriate hyperlinks?

One possibility would be the human teacher. A
person or a group of persons could derive the im-
portant information of the document manually. This
process is very cost- and time-consuming and is not
feasible in practice, especially in the area of Web-
applications. Most of today’s learning algorithms
conquer the problem of high quality knowledge re-
trieval by extracting some information automatically
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on the basis of advanced heuristics. The learning pro-
cess itself evaluates the relevance of the extracted
information.

At first, the learning algorithm treats a text with
hyperlinks as if it does not contain any link and de-
rives the relevant information. Next, it proposes one
or more hyperlinks and compares the result to the
hyperlinks that the document in fact contains. By
using this method, the learning process can be car-
ried out without any human teacher. A disadvan-
tage arises from the strong relationship between the
quality of the learning process and the quality of
the initial documents. Furthermore, only those hy-
perlinks can be proposed that are already known to
the system and at the very beginning of the learning
process there are no links to be proposed at all.

We modeled the hyperlink generation problem as
a kind of Case-Based Reasoning system (CBR). Re-
search in the area of Case-Based Reasoning (CBR)
began in the early years of the last decade [Aha91].

CBR-systems are well known means of representing
knowledge in form of cases. Each case can be re-
garded as a problem together with its solution. A
problem consists of its description in form of at-
tributes and one or more solutions which refer to
it.

We used the CBR-concept to retrieve high qual-
ity links as proposals for the web author. The written
texts of the web authors are regarded as the prob-
lems and the hyperlinks within are the solutions. A
complete hypertext can thus be viewed as a case. In
the learning process, (statistical) text attributes are
stored together with their attached hyperlinks into
the knowledge-base, in the CBR-environment also
called the case-base. In the classifying step, raw texts
are presented to the system which proposes hyper-
links for the text as solutions. A possible a posteriori
classification to evaluate the quality of the proposals
is illustrated in Figure 1.
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Figure 1. Learning and classifying applied to the hyperlink context

Furthermore, every new hypertext generates an
additional solution - namely the link that refers to
itself. We designed the CBR-model for the hyperlink
environment with further differences to the classical
approach. Further details on the implementation of
the system can be found in [HHROO].

4 Evaluation Highlights

We tested the described system on base of a large
amount of data “a posteriori” on existing web pages.
The advantage of this processing is the “real-life” us-
ability of the approach.

To evaluate the quality of the HPM, we extracted
the links within several HTML-files, classified the

raw texts using our model, and finally compared
the classification results to the existing hyperlinks
according to the proposed learning and classifying
steps.

As measurement for the evaluation step, we in-
troduced new terms on base of the probabilities of
the link proposals, namely the Quantified Cumulat-
ing Recall (QCR) and the Quantified Cumulating
Precision (QCP). The QCR is derived from the term
recall, that denotes the share of appropriate links
among all “good links” of the hypertext. The gra-
dient of that curve signals the recall-share of the
proposals as one measurement of the quality of the
HPM results. For more information on the QCP and
further evaluation criterions see [HHRO0).



The graphical QCR-results of the approach
for the “Association for Computing Machinery”
(ACM), the “World Wide Web Consortium” (W3C),

and the “Association for the Advancement of Com-
puting in Education” (AACE) are shown in figure 2.
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Figure 2. Quantified Cumulating Recall (ACM, AACE, W3C)

5 Cognitive Algorithms

An abstraction and further generalization of the pro-
cess to propose hyperlinks leads to the concept of
Cognitive Algorithms to improve Web-applications.
Their main characteristic is the distinction be-
tween learning and classifying phases. In Computer-
Science, there are several different basic concepts
and methods for the design of algorithms. A well-
known technique is for instance Divide-and-Congquer.
The general idea of this methodology is to divide a
complex problem into several at least slightly sim-
pler sub-problems.

To describe and classify the well-known tech-
niques approved in the area of AI we will use terms
of cognitive science. A central aspect hereof is know-
ledge. Knowledge retrieval and storage in knowledge
bases is regarded as a kind of learning.

Certainly, not every algorithm that stores a “1”
in a database “learns”. Learning can happen by ac-
quiring knowledge, by recognizing legalities or rules,
or by analogous deduction where the similarity plays
an important part.

In fact, the term of “learning” should only be
applied to systems that are able to transform com-
plex, unstructured, incomplete, inconsistent or in-
correct input into simple, well structured, complete,
consistent or error free output based on a dynami-
cally changing knowledge base. This transformation
can be called classification. Expert systems, for in-
stance, fulfill most of the described requirements.

Expert systems can be analytic or synthetic. A
good example of the former is a diagnose system that
works on the base of existing data while a planing
system that is able to deduct new data corresponds
to the latter.

Mostly, expert systems are very large, complex
programs that have to be attended and maintained
during a long time span in order to become abso-
lutely reliable. They can store the knowledge of hu-
man experts either explicitly or implicitly. Detailed
information on the whole topic of Al-principles in
general and especially on expert systems can be
found in [Ric89].

The idea to propose hyperlinks with expert sys-
tems might be appropriate. A synthetic modeling
would be able to generate new links on base of the
textual information while an analytical modeling
would propose links that were learnt before. Even
though our described modeling cannot be regarded
as an expert system due to its simplicity and lack of
some needed properties, it is an analytic tool that
performs learning and classification tasks.

We call algorithms that can be described ade-
quately in terms of learning and classifying as Cog-
nitive Algorithms. There are several further Web-
applications, which might be appropriate for this
kind of modeling. Certainly, the main ideas and con-
cepts that were used to implement straightforward
solutions for hyperlink-proposals can also be applied
to the following examples:

— Intelligent mail filters



Here, the learning process consists of recogniz-
ing user action: Which mails belong to which fol-
ders? The classification step would result in au-
tomatically structuring incoming mails into the
corresponding folders.

— Web searching algorithms
An area where Intelligent Agents or Mobile
Agents are well suited is web searching. They,
too, can belong to the class of Cognitive Al-
gorithms. Learning means understanding the
meaning of the user requests while the classi-
fication results in consistent search outcomes.?

— Intelligent data routing
The Institute of Telematics is currently working
on an advanced Smart Data Server project with
intelligent data transfer routing for the Web.
The idea of considering the actual server loads to
re-route certain client requests can be modeled
with Cognitive Algorithms. The learning con-
sists in measuring current response-times and
deducing the reasons. The classification would
result in an efficient request routing.

The strategy of modeling Cognitive Algorithms
leads to potential improvements of manifold web-
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