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Abstract Text displayed in a video is an essential part for the high-level semantic
information of the video content. Therefore, video text can be used as a valuable
source for automated video indexing in digital video libraries. In this paper, we
propose a workflow for video text detection and recognition. In the text detection
stage, we have developed a fast localization-verif ication scheme, in which an edge-
based multi-scale text detector first identifies potential text candidates with high
recall rate. Then, detected candidate text lines are refined by using an image entropy-
based filter. Finally, Stroke Width Transform (SWT)- and Support Vector Machine
(SVM)-based verification procedures are applied to eliminate the false alarms. For
text recognition, we have developed a novel skeleton-based binarization method
in order to separate text from complex backgrounds to make it processible for
standard OCR (Optical Character Recognition) software. Operability and accuracy
of proposed text detection and binarization methods have been evaluated by using
publicly available test data sets.

Keywords Video OCR ·Video indexing ·Multimedia retrieval

1 Introduction

In the last decade digital libraries and web video portals have become more and more
popular. The amount of video data available on the World Wide Web (WWW) is
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growing rapidly. According to the official statistic-report of the popular video portal
YouTube1 more than 4 billion videos are viewed per day and about 60 h of video
are uploaded every minute. Therefore, how to efficiently retrieve video data on the
WWW or within large video archives has become a very important and challenging
task.

Content-based video indexing and retrieval requires descriptive features, which
can be used to represent the relevancy of the video content. These features can be
mainly divided into two groups: the low-level perceptual features and the high-level
semantic features [13]. The typical perceptual features such as, e.g., color, intensity,
object shape, texture, etc. have been widely used for image classification and video
indexing (as e.g., [2]). However, they can not provide an exact description of the
video content.

Text in video is one of the most important high-level semantic features, which
directly depicts the video content. In general, text displayed in a video can be
classified into scene text and artificial text (overlay text) [13]. Compared with scene
text, the artificial text can provide concise and direct description of video content,
which is important for understanding. For instance, caption text in news videos often
describe the speaker’s name or event information; subtitles in sport videos often
highlight the information about scores or players. Because of this tight coupling, in
this context we mainly focus on artificial text recognition in video images.

Existing video OCR (Optical Character Recognition) technology is based on
the combination of sophisticated pre-processing procedures for text extraction and
traditional OCR engines [13]. Techniques from standard OCR, which focus on high
resolution scans of printed (text) documents, have to be adapted to be also applicable
for video images. For video OCR, first video frames have to be identified that obtain
visible textual information, then the text has to be localized, interfering background
has to be removed, and geometrical transformations have to be applied before
standard OCR engines can process the text successfully.

The commonly used video OCR framework consist of three main steps: text
detection, text tracking, and text recognition. Text detection process determines
the location of text within the video image, i.e. bounding boxes enclosing the text
are returned as results. Text tracking is intended to maintain the integrity of text
positions across adjacent frames [13]. Typically, video text is embedded in very
heterogeneous background with a great variety of contrast, which makes it difficult to
be recognized by standard OCR software. Therefore, the text needs to be separated
from interfering background by applying appropriate binarization techniques before
applying the OCR process to enable high quality results.

In this paper, we address both text detection and recognition issues for video
images. The major contributions of this paper are the following:

– For text detection, we propose a new localization-verification scheme. On de-
tection stage, an edge-based multi-scale text detector is used to quickly localize
candidate text regions with a low rejection rate; For the subsequent text area
verification, an image entropy-based adaptive refinement algorithm can not only
reject false positives that expose low edge density, but also further splits the most

1http://www.youtube.com

http://www.youtube.com
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text- and non-text-regions into separate blocks. Then Stroke Width Transform
(SWT)-based verification procedures are applied to remove the non-text blocks.
Since SWT verifier is not able to correctly identify special non-text patterns such
as sphere, window-blocks, garden fence, etc., we also adopt an additional Support
Vector Machine (SVM) classifier to sort out these non-text patterns in order to
further improve the detection accuracy.

– For text recognition, we have developed a novel binarization approach, in which
we utilize image skeleton and edge maps to identify the text pixels. The proposed
method consists of three main steps: text gradient direction analysis, seed pixel
selection, and seed-region growing. After seed-region growing process, the video
text images are converted into a readable format for standard OCR engines.

For reasons of comparability, the commonly used test data sets such as, e.g.,
ICDAR 2011 database [12] and Microsoft common test set [11] for text detection,
segmentation and recognition have been applied, although the quality of Microsoft
common test set is no longer up to date. We additionally compiled 4 new test sets
including manual annotations with a wide variety of video resolution and genre, in
order to make our evaluation as general as possible.

The rest of the paper is organized as follows: Section 2 presents related work,
while in Sections 3 and 4, the proposed text detection and recognition approaches
are depicted in detail. Section 5 provides the evaluation and experimental results.
The last section concludes the paper with an outlook on future work.

2 Related works

In the last few years, collaborative tagging has become a popular functionality in
video portals. Some approaches, as e.g., Kim [16] apply manual video tagging to
generate text-based metadata for efficient context-based video retrieval. While this
approach works well for recently generated video data, for legacy video data most
times no tagging data or other textual metadata is available, and it is hard to attract
the user’s interest to annotate the outdated videos. Manual metadata annotation in
general is rather time consuming and costly. On the other hand, Automated Speech
Recognition (ASR) is able to provide text transcripts of spoken language. But often
poor recording quality, speaker’s dialects, or interfering noise lowers the quality
of the achieved ASR results beyond further usefulness. Hence, the video OCR-
based approach is suitable for processing large amounts of video data with sufficient
quality.

In this section, we review existing methods for text detection and recognition
respectively.

2.1 Text detection

Most of proposed text detection methods make use of texture, edge, color, motion
and some other text representative features (as e.g., stroke width feature) to discrim-
inate text from background.

Edges are a preferred feature for video text detection. Taking into account visual
quality criteria for readability, most overlay text in videos comes with sufficient
contrast ratio to its background. Therefore, salient edges are usually generated
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between text and background regions. Shivakumara et al. [29] proposed a video
text detection method based on specialized edge filters for false positive elimination.
Hua et al. [10] presented a text localization method based on image corner points
and used edge map-based decomposition to reduce false alarms. Sato et al. [26]
applied 3 × 3 differential filters to localize the text region and used position and size
constraints for text line refinement. Chen et al. [4] as well as Anthimopoulos et al.
[1] made use of Canny edge operator [3] and morphological operations to detect
potential text regions. The shortcomings of those edge-based approaches are as
follows: While providing high recall many false alarms may be produced for complex
text background coinciding with a high edge density; to achieve an accurate detection
result, a set of heuristic constraints has to be applied on detected candidate text
blocks. The parameters of the constrains have to be evaluated by experiment on
specified test data, which lacks of generality.

Texture features such as Discrete Cosine Transform (DCT) coefficients of
grayscale images have been applied for text detection [25, 35, 38]. DCT feature based
approaches are well suited for JPEG encoded images as well as for MPEG encoded
videos. However, in practice this feature is not robust enough to distinguish text from
text similar textured objects such as, e.g., bushes, or other vegetation. For this reason
DCT-based approaches are not suitable to handle text detection tasks in complex
natural scenes.

A large number of text detection approaches based on machine learning have
been proposed such as, e.g., neural networks [20], Adaboost [24] or fuzzy logic
[8]. Lienhart et al. [20] proposed an approach for text detection in both videos
and images. In their system a complex-valued multilayer feedforward network is
trained for text detection. Localized text lines are refined by exploiting the temporal
redundancy of text in video. Their text line tracking algorithm processed every
frame within the text line occurrence duration. However, their feature extraction
process is executed on every pixel of the image. In contrast to hybrid approaches,
which combine a fast localization algorithm and a machine learning-based text block
verification method, their system is less efficient concerning computation time for
both, training- and prediction-phase.

Recently, some hybrid approaches have been proposed [1, 4, 37]. Zhao et al.
[37] introduced a classification approach for text detection in images using sparse
representation with discriminative dictionaries. They applied wavelet transform to
create an edge map and performed a block-wise classification to distinguish text
and non-text regions by using two learned discriminative dictionaries. The obtained
candidate text regions were further refined by projection profile analysis. Chen et al.
[4] presented two-stage text detection methods that combine text localization with
subsequent verification. The localization process is intended to coarsely detect text
with low computation expenses, while in the verification stage, the text candidates
are refined by using SVM classifier. However, the traditional machine learning-
based verification can only deliver a binary decision and thus might not be robust
enough to decide for the candidate bounding boxes that contain both text as well
as non-text objects. Anthimopoulos et al. [1] have improved this drawback with
a refinement process, which enables the machine learning classifier to refine the
boundaries of the text images. This process enhanced the precision and the overall
detection performance as well. But the evaluation results of the processing time
reported in their work shows that the system was 6 times slower by applying this
refinement algorithm.
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Epshtein et al. [6] proposed a new image operator SWT for text detection in
nature scene images. For each pixel the SWT operator computes the width of the
most likely stroke. The output of the operator is a stroke-feature map, while each
pixel represents the corresponding stroke width value of the input image. Stroke is
a direct text representative feature that has demonstrated an excellent performance
for distinguishing text from non-text objects. However, in practice, the computation
of SWT is rather expensive for images with a complex content distribution. Hence,
in this work, we have applied an adapted version of the original SWT algorithm that
enables efficient text detection for video images.

2.2 Text recognition

Typically, video text is embedded in rather heterogeneous background with varying
contrast ratio, which makes it difficult to be recognized by means of standard OCR
software. Therefore, text pixels have to be separated from background beforehand
by applying appropriate binarization techniques.

Text binarization methods can be divided into two categories: thresholding- and
region-based methods. The thresholding-based methods include global thresholding,
as e.g. [23], which apply a single threshold for the entire document, and adapted local
thresholding algorithms [21, 27, 34], which assign a threshold for each pre-defined
local region of the document. The second category sums up clustering-based [31, 33]
methods and edge-based [39] methods. Since our approach is based on the region-
growing strategy, it belongs to the region-based category.

Chen et al. [4] proposed a multi-hypotheses framework for text recognition. They
applied several existing text binarization techniques, Connected Component (CC)-
based text refinement method, and a print-OCR engine to create the hypotheses
for text candidates. By applying a pre-trained language model they performed the
scoring process for the final result selection. However, the document text binariza-
tion methods might not be robust enough when a video image combines complex
background with varying contrast ratio.

Multi-frame integration techniques have also been applied to improve binariza-
tion results [18]. However, this kind of approach works well only when text lines and
background are in relative motion over time.

Zhou et al. [39] proposed an edge-based binarization method for video text
images. The grayscale histogram is used to determine text gradient direction. Text
gradient direction determines whether the text block is of darker text on lighter
background or vice-versa. The seed selection algorithm is based on the local max-
imum or minimum of edge values. Although parts of this approach are similar to
ours, their system has several shortcomings: First, in order to determine the text
gradient direction, their system processes the image histogram with a Gaussian
filter recursively until only two peaks are obtained. This process is computationally
complex. Furthermore, they assume that the background is always the peak with
the higher value in the output histogram. However, in practice, we have realized
that this assumption is not valid, when the detected text bounding boxes from the
detection stage are close to the texts. Moreover, our skeleton-based seed selection
method has been able to achieve more accurate results, because along the correct
gradient direction the skeleton pixels will be created in the middle of the character
shape. In their algorithm, the pixels surrounding the character boundaries have also
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been considered for the threshold determination, which might have affected the seed
selection accuracy.

3 Text detection in video images

Text detection is the most challenging task in video OCR. The proposed text
detection method determines, whether a single frame of a video file contains text
lines, for which the appropriate bounding boxes are returned. In order to manage
detected text lines efficiently, we have defined a class “text line object” with the
following properties: Bounding box location (the top-left corner position of the
bounding box), bounding box size, text, and average stroke width. The system starts
with a coarse edge-based text localization process. If a text line has been successfully
detected within a frame, a text line object is created, and the subsequent text line
refinement and verification procedures ensure the validity of the achieved results in
order to eliminate false alarms.

3.1 Text localization

To guarantee valid readability, artificial video texts typically obtain a sufficient
contrast ratio compared to the background. Thereby, strong edges often occur at the
boundaries of text and background. We have developed an edge-based text detector,
subsequently referred to as edge text detector. The advantage of this kind of detector
is its computational efficiency compared to other pure machine learning- or texture
feature-based approaches, because no computationally expensive training period or
feature computation process is required. However, we have to find the best suited
parameters for the heuristic filtering method experimentally. In order to avoid the
issue that the strong background edges often affect the detection result, we apply a
gaussian filter to the images with an entropy value larger than a predefined threshold
Tentr before starting with the text detection process. For our purpose, Tentr = 5.25 has
proven to serve best for our training data.

The text localization workflow for a single video frame is depicted in Fig. 1a–e.
Taking into account that text regions often contain many vertical edges, a vertical
edge map of the input image is computed using Sobel filter [30] (cf. Fig. 1b). Then,
the morphological dilation operation is adopted to link the vertical character edges
together (cf. Fig. 1c). We have defined a rectangle kernel: 1 × MinW for the dilation
operator, where MinW denotes the detected minimal text line width. Since video
texts with a height smaller than 5 pixels are hard to read for both, human and OCR
engines, we assume that the minimal height MinH of the recognizable text is 5 pixels
for the original scale of the image. Furthermore, each detected text line has to contain
at least 2 characters. Thus, MinW is calculated by MinW = 2 × MinH. Subsequently,
a binary mask is generated by using Otsu’s thresholding method [23] (cf. Fig. 1d).
Finally, after CC analysis a binary map is created (cf. Fig. 1e), in which too high
(with a height greater than a predefined threshold) or too large components (with a
rectangle area size greater than 90 % of the image size) are removed.

The proposed text localization method depends on several size constraints of text.
Therefore, characters dissatisfying the predefined size range can not be detected
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Fig. 1 Workflow of our proposed text detection method. b is the vertical edge map of the original
image a, c is the vertical dilation map of b, d is the binary map of c, e is the result map of
subsequent connected component analysis, f shows the binary map after the adaptive projection
profile refinement, and g shows the final detection result

successfully. To overcome this problem, we apply the same localization method on
multi-scaled images to generate corresponding binary maps after CC analysis like
Fig. 1e. Then, all binary maps are scaled back to the original resolution and merged
in the final mask.

To generate the initial text line object, we merge the CCs on the same horizontal
text line with a neighbored distance smaller than their height. The candidate text line
objects are further processed in the subsequent “text line refinement” step.

3.2 Text line refinement

Although the edge text detector results in a high detection recall rate, many false
alarms might be created. In order to reject wrongly detected text line objects, we
have developed an adaptive refinement procedure. Figure 2 shows its workflow.

The input text line objects have been created from the previous detection stage.
Considering the detection results of the edge text detector a general robust detection
result can hardly be achieved by applying a static refinement method. This is due
to the general problems of thresholding-based approaches on heterogeneous input.
For illustration, Fig. 3 shows two example video images together with their edge
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Fig. 2 Workflow of the
proposed adaptive text line
refinement procedure

representations, where Fig. 3a contains a simple background combined with a low
edge density, while Fig. 3d contains a relative high edge density in the background.
Using a relatively low parameter set (as e.g., the parameter set 1 in Table 1), the
result still contains too many noise as shown in Fig. 3e. On the other hand, a too
strict parameter set (as e.g., the parameter set 3 in Table 1) will result in missing text
edges as shown in Fig. 3c.

For classifying text line objects with varying edge complexity the image entropy
can be utilized as an indicator. For text line images with a relative homogeneous
background (low entropy case), we apply lower threshold parameters in order to
obtain more text edges. In contrast, for text line images with a complex edge
distribution (high entropy case), a more strict parameter set will be adopted. Thus,
the input text line images are classified into three predefined categories according to



Multimed Tools Appl (2014) 69:217–245 225

(a) (b)

(d) (e) (f)

(c)

Fig. 3 Example video images with different background edge densities: a a low edge density image;
d a high edge density image; b, e canny edge maps by using relative low thresholding parameters;
c, f canny edge maps by using relative high thresholding parameters

their entropy. Let E denote the image entropy, whereas Entropylow and Entropyhigh

denote the corresponding threshold ranges. The classification is processed as follows:

low entropy case: if E < Entropylow

medium entropy case: if E ≤ Entropyhigh ∧ E ≥ Entropylow

high entropy case: if E > Entropyhigh

For our application, the Entropylow and Entropyhigh have proven to serve best
when set to 4.78 and 5.37. We have defined three parameter sets for the correspond-
ing categories, which are required by the subsequent projection profile refinement
process. The parameter set details are depicted in Table 1, where Cannylow and
Cannyhigh indicate the threshold values for Canny edge detector, while minh and minv

denote the horizontal and vertical minimal edge number. All threshold values have
been compiled by experiment.

Next, the horizontal projection of the text line on the edge maps is processed (cf.
Fig. 4b). A horizontal line is discarded, when its projection value is lower than min h.
In this way, multi-line bounding boxes can be segmented to single lines. Then, we
relocate the text line objects to the vertical projection in a similar way (cf. Fig. 4c).

Table 1 Parameter sets for projection profile analysis: Cannylow, Cannyhigh denote the thresholds for
the Canny edge filter, whereas min h, min v denote the horizontal and vertical minimal edge number,
respectively

Cannylow Cannyhigh min h min v

Parameter set 1 100 200 4 2
Parameter set 2 300 400 5 2
Parameter set 3 500 600 8 2
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Fig. 4 Workflow of the projection profile analysis method: a the detected bounding box image using
edge text detector, b horizontal projection profile analysis on edge map, c vertical projection profile
analysis on edge map, d projection profiling results

We have adopted the heuristic filter methods to remove objects that are too small
or too thin to be recognized as readable text. Objects with an invalid aspect ratio
will also be removed. The vertical projection might split text lines into words and/or
single characters. Thus, we have to merge neighbored characters with a distance less
than the maximal character height of the according text line.

Finally, the SWT- and machine learning-based verification procedures have to be
applied in order to remove also complex false alarms, which have a text similar
pattern such as, e.g., vegetation, garden fences, etc. The refinement process is
executed iteratively until no further changes occur. Figure 1g shows the result after
the adaptive refinement process, which is the final output of the text detection.

In the next section, the SWT- and machine learning-based verification procedures
will be described in detail.

3.3 Text line verification

We have developed two verification procedures to remove non-text objects. In general,
most false alarms are sorted out by the SWT-based verification method. However,
there are still a few non-text patterns, which represent a text-stroke similar structure
that confuse the SWT verifier. Therefore, an additional machine learning-based
verification procedure is applied in order to improve the robustness of our approach.

3.3.1 SWT-based verif ication

First, a SWT-based verification method is applied to candidate text line objects.
Epstein et al. [6] have shown that stroke width feature is robust to distinguish
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text from other complex image elements with similar visual structure such as, e.g.,
vegetation, bushes etc. The SWT algorithm produces a feature map, where each pixel
contains the most likely stroke width value of a corresponding input image pixel (cf.
Fig. 5). However, the original SWT has two major shortcomings: first, the achieved
recall rate does not exceed edge- or machine learning-based approaches. On the
other hand it provides best precision results [6]. Second, SWT is computationally
expensive for images with complex content distribution. Moreover, in order to
accommodate both light text on dark background and vice-versa, the analysis process
has to be applied twice to cover each gradient direction. Thus, we apply SWT on
the detected candidate text line images only using constraints to verify the text line
objects. A text line object is discarded if:

– its stroke width variance exceeds a threshold MaxVar,
– its mean stroke width exceeds a threshold range Strokemin and Strokemax

where MaxVar denotes the maximal stroke width variance, which has proven to serve
best when set to the half of the average stroke width in [6]. While Strokemin and
Strokemax have been set to 1 and 10, respectively.

Subsequently, the retained text line objects are further verified as follows: first, the
connected components are generated within a text line by merging pixels with similar
stroke width value. These components are considered as the candidate characters.
Then, connected components can be merged into chains, while the mergeable items
should have a similar color and a small distance. Hence, an invalid chain is discarded,
if less than two components can be detected from it, and a text line is discarded, if
no valid chain can be detected from it. We apply Euclidian metric [5] to calculate the
color distance of RGB images. The corresponding threshold value has been set to
40 (the value range is [0, 441.67]). The threshold value of the character component
distance has been set to equal the height of the higher one of the comparison pair.
All threshold values have been optimized in order to achieve an overall advantage
for our heterogeneous video test data.

3.3.2 Classif ier-based verif ication

Edge-based text detection methods focus mainly on edge strength and density.
However, in some cases non-text regions are visually similar to edge directions and
stroke width values of text and therefore might produce false alarms that the human
optical system would have avoided (cf. Fig. 6). This fact has motivated us to use

Fig. 5 An example output
image from stroke width
transform (SWT) for
character w
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Fig. 6 Example non-text patterns which confuse the SWT-verifier, as e.g., repeating pattern like
windows, other pattern like sphere cluster etc.

additional feature sets, which capture not only the edge distributions and stroke
width values of the whole image, but their preselected local distribution, as well. A
large number of features have been tested and evaluated such as, e.g., DCT, Local
Binary Pattern (LBP), Histograms of Oriented Gradients (HOG), Spatial Variance,
and Constant Gradients Variance features. For our system we use HOG feature
combined with eLBP and entropy features. The HOG feature is used to describe
the distribution of the orientations of gradients combined with edge Local Binary
Pattern (eLBP), which describe the local spatial structure and the entropy features
as supplement to distinguish non-text from text. Our experiments have shown that
the combination of these features have achieved better results as the single features.
Especially the discrimination between difficult non-text examples with repeating
structures such as windows and bricks. We have applied Support Vector Machine
(SVM) [32] for text classification task.

To improve the text detection result from the analytical system, which already
has a high recall, we only extracted features for machine learning from a previously
computed bounding box (cf. Fig. 7). The Bounding box is divided in different blocks.
In our experiments the ratio of block width and height is 2:1 (i.e. the feature block
width is the double of its height) has been proven as the best outcome.

Feature extraction For the classier-based verification we apply a new combination
of 3 feature types HOG, LBP, and entropy feature, according to [1, 9], which have
proven that LBP and HOG are highly discriminative for text segmentation. The
HOG features have been successfully applied for object detection tasks as e.g.,
Person detection [36] or OCR [15]. HOG features count occurrences of gradient
orientation in the local spatial structure of an image. Equation (1) shows the 3 × 3
horizontal and vertical Sobel masks where A represents the source image, and Gx

and Gy contain the horizontal and vertical derivative approximations. For each
pixel the resulting gradient approximations are combined to compute the gradient
direction shown in (2).

Gx =
⎡
⎣

1 0 −1
2 0 −2
1 0 −1

⎤
⎦ ∗ A, Gy =

⎡
⎣

1 2 1
0 0 0
−1 −2 −1

⎤
⎦ ∗ A (1)

θ = atan2(Gy, Gx) (2)

Fig. 7 Red line separates a
feature block
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Every vector element is a histogram of gradients consisting of 9 values from 0 to
180◦. To achieve a scale invariant feature each block is normalized in a manner so
that its sum equals to one. Although HOG is well suited to capture characteristic
gradient responses of text contours, there are also some objects, e.g., windows or
railings, which often are confused with text patterns in HOG feature space.

The LBP is an operator (cf. (3)) which summarizes the local spatial structure of
an image. It has been introduced by Ojala et al. [22], who shown the discriminative
power of LBP operator for texture classification. The advantages of LBP is that
invariance to monotonic gray-level changes and computational efficiency makes it
most suitable for demanding text detection tasks. The original LBP operator consists
of 3 × 3 kernel and compares the intensity value between the central pixel and its
neighbors. The center pixel is used as a threshold and the 8 binarized neighbors are
multiplied by the respective binomial weight, producing an integer value in a range
of 0–255. Each of these 28 different words represents a single texture pattern. The
decimal form of the resulting 8-bit word can be expressed as follows:

LBP(x, y) =
7∑

n=0

Se(in − ic) ∗ 2n (3)

Se(x) =
{

1, x >= 0
0, x < 0

(4)

where Se(x) denotes the threshold function, ic denotes is the luminance value of the
center pixel (xc, yc), and in corresponds to the luminance values of the surrounding
pixels.

The LBP transforms computes an 8-bit greyscale image, where each pixel value
represents the texture pattern of the corresponding pixel in the original image.
Finally, the normalized histogram with 256 bins of the LBP image is computed
to enable scale invariance. In our approach, we have adapted eLBP according to
[1]. The edge Local Binary operator differs from the original in the definition of
the threshold function (cf. (5)). To avoid noise a distance value d is introduced.
Furthermore, to capture dark on light as well as light on dark text characteristics
as one single LBP histogram the absolute distance is applied.

Se(x) =
{

1, |x| >= d

0, |x| < d
(5)

According to our evaluation a distance value of 20 has proven to be most success-
ful. Thereby, arbitrary intensity variations caused by noise have been avoided. To
reduce the number of features from 256 histogram bins to 32, the vertical horizontal
and the diagonal neighbors have been aggregated in eLBP operators (cf. (6) and (7)).

eLBPdiag(x, y) =
3∑

n=0

Se(i2∗n − ic) ∗ 2n (6)

eLBPvh(x, y) =
3∑

n=0

Se(i2∗n+1 − ic) ∗ 2n (7)
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4 Text recognition

The detected text objects from the previous step serve as the input for the text
recognition. Although text can be localized accurately, correct recognition of the
identified text via standard OCR software often does not work with sufficient quality,
because technology from standard OCR is customized for high resolution scans of
printed documents with dark text on light background within properly organized text
regions (paragraphs). Unfortunately, text in video data comes in different resolutions
and with heterogeneous background resulting in varying contrast ratios that most
times prohibit valid OCR results.

Therefore, to enable an efficient way to process the detected texts, the text images
have to be further refined. To resolve the problem of low-resolution images, text line
images with text height smaller than 30 pixels are enlarged via cubic interpolation.
Then, a skeleton-based binarization method is applied to extract video text from its
background, which is discussed in the next section.

4.1 A skeleton-based text binarization method

As previously mentioned, the detected bounding box images from the text detection
stage have to be binarized for further OCR processing. In our approach, we first have
to figure out the text gradient information from the text line image.

4.1.1 Text gradient analysis

The text gradient direction is required for the subsequent seed selection method
and can be achieved best by analyzing the content distribution of skeleton maps.
Skeletons can be considered as thin versions of object shapes that represents the
structure of objects. The typical skeleton representation of a binary image can be
calculated according to (8):

Sn(X) = (X � nB) \ (X � nB) ◦ B, (8)

where Sn(X) are the skeleton subsets of a binary image containing a set of topolog-
ically open shapes X. B is a structuring element, n is the number of shapes, while
� and ◦ denote the morphological erosion and opening, respectively. The skeleton
map S(X) of the image is the union of the skeleton subsets Sn(X) [28].

Figure 8 shows example text line images and their corresponding skeleton maps.
By evaluating skeleton maps, which have been created with the wrong gradient
direction (cf. skeleton-dark on light in Fig. 8a, b and skeleton-light on dark in Fig. 8c),
we can realize that there are always white pixels located on the image boundaries.
This is due to the characteristics of the skeleton operation. The morphological
skeleton can be considered as a special thinning function. Applying the skeleton
operation, only the structure of the original shape is preserved. All redundant pixels
are removed. Therefore, along the correct gradient direction the skeleton pixels are
retained in the center line of the character shapes (cf. skeleton-dark on light in Fig. 8c
and skeleton-light on dark in Fig. 8a, b). Otherwise, the skeleton pixels surround the
characters and are located on the image boundaries.

Thus, we can simply obtain the text gradient direction by comparing the white
pixel count at the image boundaries of two skeleton maps. This method has been
able to achieve over 95 % accuracy for our test data.
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Fig. 8 Text gradient analysis: the first skeleton map is created according to light on dark (light text
on dark background) rule, whereas the second one is created according to dark on light rule

Next, the seed selection and seed-region growing algorithm are described, in which
the previously determined text gradient direction is applied.

4.1.2 Text seed selection

In order to distinguish text pixels from their background, we apply the skeleton map
which has been created with the correct gradient direction to calculate the appropri-
ate thresholds for the seed selection process. The thresholds can be determined by
applying global or adaptive selection methods.

Global seed selection In the global selection method, we calculate the highest,
lowest, and mean grayscale value of skeleton pixels for entire text line images, which
can be denoted by Th, Tl, and Tmean, respectively. Sp is the grayscale value of a
corresponding seed pixel. In addition, we have also defined a variance seed factor
σ , which is used to guarantee that the selected seed pixels are located inside the
character boundaries. The seed selection process works as follows:

if light text on dark back then Sp > Tmean + σ ∧ Sp ≤ Th

if dark text on light back then Sp < Tmean − σ ∧ Sp ≥ Tl

The selection process verifies every pixel of the text line image. If an image pixel
satisfies the above conditions, it will be labeled as a seed pixel. For our experiments
a seed factor σ = −38 has been determined empirically.

Adaptive seed selection To perform the adaptive seed selection process, the text line
image is divided into blocks. We set the block height and width equal the text line
height. Subsequently, the global seed selection process is performed for each block.

A default σ value has been set to 75. In order to adaptively determine the
appropriate σ for some special cases, we apply the local entropy and variance of
image grayscale value as indicator. In our current implementation, the following
special cases have been considered:

– if the image block has a relative upper grayscale variance (>680) with a entropy
value between 4 and 5, the corresponding σ is increased by 20,

– if the image block has a relative lower grayscale variance (<200) with a entropy
value smaller than 4, the corresponding σ is set to 38.
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Fig. 9 Seed selection and
region growing results:
a grayscale image, b skeleton
image, c seed image,
d region-growing result

All parameters of the adaptive selection method have been optimized by using
our training dataset. Figure 9c demonstrates the seed selection results.

4.1.3 Seed-region growing

After seed selection, the process continues with a seed-region growing algorithm.
This process determines the pixels to be included in the growing region that forms
the text area to be processed by the OCR engine. The seed region growing process
starts from each seed pixel and extends the seed-region in north, south, east, and west
directions. The image edge map (as e.g., Canny edge map [3]) is used to terminate
the growing process as follows: if the seed-region reaches an edge pixel, this pixel
will be labeled as a text pixel, and no further extension will be performed in this
direction. To avoid open (not completely closed edge contour) text boundaries,
we have applied a similar method as described in [39]: For example, let P(x, y)

denote the current seed pixel. To analyze its north neighbor P(x, y − 1), two parallel
neighbors P(x − 1, y − 1) and P(x + 1, y − 1) are examined. If one of them is an edge
pixel and the other one is not, then a potential boundary gap has been detected. Then,
we label P(x, y − 1) as text pixel and terminate further extension in this direction. For
other directions, we repeat the process in the same manner.

Figure 9d shows the final region growing result that is also the final result of
the binarization. Figure 10 shows an exemplary binarization result of the adaptive
skeleton binarization compared to other methods. The binarized text line images are
further processed with standard OCR software.

4.2 Enhanced text recognition using multi-hypotheses framework

The text recognition result can be further improved by using a multi-hypotheses
framework. In such a framework several different thresholding methods are applied
to generate binarization results. The corresponding OCR hypotheses are subse-
quently created by applying a standard OCR engine for each binarized image.

(a)

(c)

(b)

(d)

Fig. 10 An exemplary binarization result of the adaptive skeleton binarization method
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Table 2 Test data sets for evaluation of text detection

Test set Genre Resolution Number of Number of
(px) frames text lines

Microsoft common TV news and 352 × 288 45 160
test set lecture video

German TV news TV news video 960 × 544 72 354
YouTube video TV news video 1920 × 1080 38 226
Mediaglobe Historical documentation 720 × 576 31 323

test set video

Then, the spell checking process is performed on every result OCR string. The final
OCR result is achieved by applying heuristic constraints. In our approach, the spell-
checking is performed as following:

– first, if there are more than two hypotheses correctly recognized i.e. the result
OCR string is verified via a dictionary lookup by OCR engine, the final result is
determined by majority vote,

– second, if there is only one hypothesis correctly recognized, it will be applied,
– if the skeleton-based hypothesis is empty (in some cases, there is no OCR result

returned from the OCR engine), we accept the hypothesis with the most valid
characters, i.e. the dictionary term with the closest distance,

– otherwise, we apply the skeleton-based hypothesis as the final result.

5 Evaluation and experimental results

For the evaluation of system performance, we restricted on testing the efficiency of
text detection and text binarization on single video frames. In order to achieve an
evaluation as general as possible for our text detection method, we have compiled
test data sets with a wide variety of genre, resolution, and other characteristics.
Table 2 summarizes 4 different test data sets, whereby the Microsoft common test
set [11] has also been used in [10, 37]. For reason of comparability, we have utilized
this test set although its characteristics regarding quality and resolution is no longer
up to date. In addition, we have compiled 3 video frame sets from German TV
news program, YouTube videos and Mediaglobe project,2 respectively. In order to
investigate the generality, we have also performed the evaluation on ICDAR 2011
database “text localization” (102 images),3 although the proposed method has been
designed for video text recognition.

The proposed text binarization method is evaluated on the binarization test set
(430 words and 2178 characters), which consists of text line images collected from

2Mediaglobe is a SME project of the THESEUS research program, supported by the German Federal
Ministry of Economics and Technology on the basis of a decision by the German Bundestag, cf.
http://www.projekt-mediaglobe.de/ (last access: 14/09/2012).
3Text localization is the first task of “reading text in born-digital images (web and email)” challenge.

http://www.projekt-mediaglobe.de/
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Table 3 Comparison results
on Microsoft common test set

Method Recall Precision F1 measure

Zhao et al. [37] 0.94 0.98 0.96
Thillou et al. [33] 0.91 0.936 0.92
Lienhard et al. [20] 0.94 0.91 0.92
Shivakumara et al. [29] 0.92 0.9 0.91
Gllavata et al. [7] 0.9 0.87 0.88
Our method 0.93 0.94 0.93

video text images. Furthermore, ICDAR 2011 database “text segmentation” (102
images) and “word recognition” (918 words) [12] have also been applied to evaluate
the binarization as well as our entire recognition framework.

Due to copyright restrictions, the videos of generated test sets are not available
for public use on the web. However, all test frames including manual annotation
used for this evaluation and detailed experimental results are online available.4 In
order to enable a fair comparison of processing time we have used similar machine
configuration with [1] for the performance evaluation (Intel single core, Pentium 4,
3.2 GHz).

5.1 Evaluation of text detection

For the evaluation of our text detection method, we distinguish pixel-based eval-
uation, where the percentage of overlapping pixels in the ground truth and the
experimental results determines recall and precision, and text bounding box-based
evaluation as proposed by Zhao et al. [37].

In order to enable a comparison to other existing methods, we applied the eval-
uation method that has been proposed for the Microsoft test set, together with
evaluation results reported in [37]. Table 3 shows the achieved results for the
Microsoft test set. Although our proposed method is not able to outperform the
method of [37] for this test set, it surpasses all remaining methods.

The Microsoft test set has been published almost a decade ago, and video quality
as well as resolution has improved dramatically ever since. Therefore, we have ex-
tended the evaluation on 3 additionally compiled video test sets, which demonstrate
a wide variety of video resolution format and quality to avoid the over-fitting effect
and to enable a more general evaluation. Pixel-based evaluation has been performed
for text detection with and without the SVM verifier. The results of the standalone
analytical method for all 4 test sets are illustrated in Table 4.

Entropyhigh and Entropylow of our analytical method, which indicate the appro-
priate parameter set for projection profile refinement have been learned from our
training dataset. Figure 11b and a demonstrate the evaluation results, in which the
influences of value changes to the detection performance are depicted.

In the stroke width verification stage, we have applied the parameter confi-
gurations according to [6]. In addition, we have optimized the color distance para-
meter by using our training dataset. Figure 12 shows the evaluation results.

4http://www.yovisto.com/labs/VideoOCR/ (last access: 14/09/2012)

http://www.yovisto.com/labs/VideoOCR/
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Table 4 Text detection results
using pixel-based evaluation
without machine
learning-based verification

Test set Recall Precision F1 measure

Microsoft common test set 0.92 0.90 0.91
German TV news 0.84 0.87 0.85
YouTube video 0.85 0.78 0.81
Mediaglobe test set 0.77 0.69 0.73

(a) (b)

Fig. 11 a Evaluation results of parameter Entropylow. b evaluation results of parameter Entropyhigh

Fig. 12 Evaluation results of
parameter color distance in the
stroke width verification
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Table 5 Text detection results using pixel-based evaluation with the SVM verifier

Recall Precision F1 measure

YouTube test set (overlay)
Detection result without SVM verification 0.85 0.78 0.81
Detection result with SVM verification 0.84 0.86 0.85

YouTube test set (overlay + scene)
Detection result without SVM verification 0.82 0.79 0.80
Detection result with SVM verification 0.80 0.85 0.82

Microsoft common test set
Detection result without SVM verification 0.92 0.90 0.91
Detection result with SVM verification 0.92 0.92 0.92

The detection accuracy has been further improved by applying a subsequent SVM-
based verifier. We only extracted features for machine learning procedures from
previously computed bounding boxes, which have been divided in different blocks.
In our experiments, the ratio of block width and height has been set 2:1. We linearly
combined the HOG features with 9 bins, eLBP with 32 features and the image
entropy for each block resulting in a 42-dimensional feature vector fvec (cf. (9)).

fvec = {hog1, hog2, .., hog9, elb p1, ..., elb p32, entropy} (9)

Text or non-text classification for each bounding box is determined by majority
vote. 4343 text and 6787 non-text bounding box samples have been compiled for
training. Text training samples originate from TRECVID,5 YouTube, or have been
created artificially. For the SVM classifier we have used Radial Basis Function (RBF)
as kernel. Parameters have been determined by grid search.

Since the compiled training data has been designed for TV news video, The
evaluation has been performed on Microsoft and YouTube test set. In order to set
up two distinct SVM classifiers for overlay text and for scene text, we have compiled
YouTube test set into two sets accordingly. Table 5 shows the achieved results. As
a result the machine learning verifier generally improves the system accuracy (cf.
Fig. 13). Due to the content of the training data, the SVM classifier obtains better
results for overlay text.

In order to investigate the generality of the proposed text detection method, we
have also performed the evaluation on ICDAR 2011 databased “text localization”.
We have achieved the second place in the current ranking list (cf. Table 6).

Evaluation results for system performance of several stat-of-the-art video text
detection methods [1, 4, 17, 19] have been reported in [1]. Due to differences in
resolution and aspect ratio we are not able to give an exact comparison of runtime
(cf. Table 7).

The most time consuming tasks of other SVM-based systems are the prediction
calls to the classifier (as e.g., [1, 4, 17]). Since in our system, the SVM classifier is
designed only to verify a few non-text patterns, the processing time of our SVM
classification process is only about 0.04 s per frame. In our method, the adaptive

5http://trecvid.nist.gov/ (last access: 14/09/2012)

http://trecvid.nist.gov/
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Fig. 13 a Is an exemplary text detection result of standalone analytical method, b is the result after
the machine learning verification. Some repeating patterns such as e.g., windows, tiles, and light
sources from the analytical detection result have been removed by machine learning verifier

Table 6 Text localization
results of ICDAR 2011
challenge 1: “text localization”
competition [12] (last check:
14/09/2012)

Participant Recall Precision F1 measure
(%) (%) (%)

Mario Anthimopoulos 81.88 87.35 84.53
Our method 80.66 83.37 82
Alvaro Gonzalez 70.08 89.23 78.51
TDM_IACAS 69.7 85.83 76.93
TH-TextLoc 73.06 80.39 76.55
Textorter 69.08 85.54 76.43
Baseline 69.94 83.92 76.3
OTCYMIST 75.65 63.85 69.25
SASA 64.91 67.38 66.12
Text Hunter 58.43 75.52 65.88
Zhang Yang 73.21 46.72 57.04

Table 7 Average processing
time per frame of several text
detection methods

Method Test frame Average processing
resolution time/frame (s)

Kim et al. [17] 768 × 576 8
Chen et al. [4] 768 × 576 3.35
Li et al. [19] 768 × 576 1.5
Anthimopoulos et al. [1] 768 × 576 2
Our method 960 × 544 1.1
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refinement process and the SWT computation are the most time consuming tasks.
Figure 14 illustrates some detection results of our method.

5.2 Evaluation of text binarization

The experimental results of our text detection method have been shown in the
previous section. Next, we will discuss the evaluation of the proposed skeleton-based
binarization method.

5.2.1 Parameter optimization

We have optimized the seed factor σ for the global and adaptive seed selection
method by using our training dataset. The correctly recognized character rate has

Fig. 14 Example text detection results from various test sets, detection results are indicated by
bounding boxes
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(a) (b)

Fig. 15 a Evaluation results of seed factor σ for global seed selection method, b evaluation results
of seed factor σ for adaptive seed selection method

been applied to indicate the recognition performance. Figure 15a and b show the
evaluation results.

5.2.2 Video text images

The evaluation for video text images is performed on the binarization test set. Since
text binarization usually follows the text detection process, the test set has been
compiled with collected text line images. For text recognition, we have applied the
open-source OCR engine tesseract-ocr.6

In order to provide a comparison to other existing text binarization methods,
we have also evaluated 5 different reference methods on the same test set. In
particular, we have applied the C++ implementation of Niblack, Sauvola, wolf2001
and wolf2007 from.7 In oder to achieve the best result for each method, the optimal
parameter k8 has been empirically determined. We applied Correctly Recognized
Word Rate (Wrate) and Correctly Recognized Character Rate (Crate) to measure the
efficiency of the text binarization methods as defined in (10) and (11), respectively:

Wrate = number of correctly recognized words
number of words in ground truth

(10)

Crate = number of correctly recognized characters
number of characters in ground truth

(11)

The evaluation results are illustrated in Table 8. The proposed skeleton-based
method outperforms the results of all reference algorithms. Figure 16 shows some
exemplary binarization results of this method.

6http://code.google.com/p/tesseract-ocr/ (last access: 14/09/2012)
7http://liris.cnrs.fr/christian.wolf/software/binarize/index.html (last access:14/09/2012)
8k serves as a constant parameter used to determine the local threshold in [21, 27, 34].

http://code.google.com/p/tesseract-ocr/
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Table 8 Results of text
binarization methods on the
binarization test set

Method Correct Correct Crate Wrate

characters words

Otsu [23] 1391 229 0.64 0.53
Niblack [21] (k = 0.3) 1329 199 0.61 0.46
Sauvola et. al [27] (k = −0.01) 1324 189 0.61 0.44
Wolf 2001 (k = −0.2) [34] 1297 194 0.59 0.45
Wolf 2007 (k = −0.2) [34] 1022 139 0.47 0.32
Global skeleton (σ = −38) 1588 263 0.73 0.61
Adaptive skeleton (σ = 75) 1655 274 0.76 0.64

The overall average processing time of the text detection and recognition process
for the German TV news test set is 1.43 s per frame.

5.2.3 Born-digital images

In addition, we have performed the evaluation on ICDAR 2011 database “text
segmentation” and “word recognition” which are the second and third task of
“reading text in born-digital images (web and email)” challenge. These test datasets
have been compiled to evaluate the text segmentation and recognition algorithms
for born-digital text images. By applying those datasets we are able to investigate the
generality, although the proposed method has been designed for artificial video text
recognition.

In order to achieve the ICDAR 2011 compatible segmentation result, we first
apply the text localization method on the input image. Then, we binarize the detected
bounding box images and subsequently merge them into a black mask which has
the same size as the input image according to their original positions. As shown in
Table 9, our algorithm outperforms other submitted methods.

Our recognition method consists of a preprocessing algorithm and a multi-
hypotheses recognition engine. In the preprocessing step, we have scaled the image
size to two or three times larger by using cubic interpolation, when its height is
between 20 and 30 pixels or smaller than 20 pixels, respectively. Subsequently, we
remove the rand noises by applying horizontal-vertical projection profile refinement
method. Then, the processed images have been sent to the multi-hypotheses en-
gine, which is based on the adaptive skeleton binarization, otsu thresholding, and

Fig. 16 Some exemplary binarization results
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Table 9 Results of ICDAR
2011 challenge 1: “text
segmentation” competition
[12] (last check: 14/09/2012)

Participant Recall Precision F1 measure
(%) (%) (%)

Our method 84.14 77.54 80.71
Marios Anthimopoulos 86.15 71.19 77.96
OTCYMIST 80.62 72.06 76.1
Textorter 65.23 63.63 64.42
SASA 71.68 55.44 62.52

tesseract-ocr engine. Three OCR-hypotheses have been created from two binariza-
tion images and the sharpened original image for each test image, respectively. The
open source spell checker Hunspell 9 has been applied in spell checking process.

We have submitted our recognition results to the ICDAR 2011 online evaluation
framework, in which the editing distance and the percentage of correctly recognized
words in the ground truth and the achieved experimental results are used to perform
the recognition accuracy [14]. Table 10 shows the comparison results to other
submitted methods. Our method achieves the first and third place in the actual
ranking list by applying commercial OCR engine ABBYY FineReader 10 and the
open-source OCR engine tesseract-ocr, respectively.

5.3 Discussion

As shown in Fig. 14, the proposed text detection method is applicable to both
Western and Eastern writing systems as well. Furthermore, it is likewise applicable
for overlay text and scene text in video images. Our text recognition system currently
supports German and English language. However, to recognize other languages we
only need to extend the corresponding OCR libraries.

Although the combined edge- and SWT-based text detection approach works
well for identifying most text and non-text blocks, some repeating patterns, such
as windows (cf. Fig. 6) can hardly be distinguished with it. We solve this problem
by adding a machine learning-based verifier. By using this approach the system
robustness are further improved.

The proposed text detection method may not perform well on detection of skewed
text because of using projection profile analysis. In addition, the skeleton-based
binarization method might not be suitable for video text of rather small stroke width
(≤ 3px), since this might affect the seed-region growing process. However, most
artificial texts in video are aligned in horizontal- or vertical-lines. Furthermore, as
already mentioned in Section 3.1, video texts with a height smaller than 5 pixels are
hard to read for both, human and OCR engines. Therefore, these weak points almost
do not affect the applicability and efficiency of our system.

9http://hunspell.sourceforge.net/ (last access: 14/09/2012)
10http://finereader.abbyy.com/

http://hunspell.sourceforge.net/
http://f/inereader.abbyy.com/
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Table 10 Text recognition
results of ICDAR 2011
challenge 1: “word
recognition” competition [12]
(last check: 14/09/2012)

Participant Total edit Correctly recognized
distance words (%)

Our method 1 106.6 82.03
Deepak Kuma 108.7 82.9
Our method 2 145.4 74.95
Bolan Su 188.2 72.77
Chen Yang 189.1 61.98
Alvaro 226.8 66.88
Baseline 231.2 63.94

6 Conclusion

In this paper, we have proposed an entire workflow for text detection and recognition
in video images. For text detection, we have developed a localization-verification
scheme, which consists of a fast edge-based text detector and an adaptive refinement
procedure intended to reduce false alarms. In the verification stage, we have applied
the SWT- and SVM-based verifiers in the adaptive refinement workflow. In order
to achieve a better text recognition rate, we have proposed a novel video text
binarization algorithm. This algorithm consists of three main steps: text gradient
direction analysis, seed pixel selection and seed-region growing. After seed region-
growing, the video text image are converted into a standard OCR engine readable
format. Experimental results show that the proposed text detection method is able
to compete with other best existing methods. Moreover, our proposed workflow
also performed very well on up-to-date video test sets that we have compiled
and published. The skeleton-based binarization approach outperforms the other
reference methods for recognizing video text images.

As future work, a context- and dictionary-based post processing could additionally
improve the text recognition rate. By applying text tracking algorithms, we might be
able to further improve the text detection result.

Acknowledgement This work has been supported by the Mediaglobe project. Mediaglobe is a
SME project of the THESEUS research program, supported by the German Federal Ministry of
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