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Abstract. Anonymisation based on t-closeness is a privacy-preserving
method of publishing micro-data that is safe from skewness, and similar-
ity attacks. The t-closeness privacy requirement for publishing micro-
data requires that the distance between the distribution of a sensi-
tive attribute in an equivalence class, and the distribution of sensitive
attributes in the whole micro-data set, be no greater than a threshold
value of t. An equivalence class is a set records that are similar with
respect to certain identifying attributes (quasi-identifiers), and a micro-
data set is said to be t-close when all such equivalence classes satisfy
t-closeness. However, the t-closeness anonymisation problem is NP-Hard.
As a performance efficient alternative, we propose a t-clustering algo-
rithm with an average time complexity of O(m2 logn) where n and m
are the number of tuples and attributes, respectively. We address pri-
vacy disclosures by using heuristics based on noise additions to distort
the anonymised datasets, while minimising information loss. Our exper-
iments indicate that our proposed algorithm is time efficient and practi-
cally scalable.
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1 Introduction

Published data, such as medical and crime data facilitates data analytics for
improved service delivery. Such data releases must be protected to prevent sen-
sitive personal information disclosures due to privacy subversion attacks. There
are two categories of privacy subversion attacks, namely, identity and attribute
disclosures. Identity disclosures, occur when a person can be uniquely linked to
a specific data item in the released dataset. While attribute disclosures occur
when the released dataset is combined with other publicly released data sources
to uniquely identify individuals based on specific attribute values. Frequently,
such vulnerabilities can be exploited to trigger a chain reaction of privacy dis-
closure attacks. For example, Machanavajjhala et al. [1,2] demonstrated that in
a released medical data set, knowledge of the fact that heart attacks are rare
among the Japanese could be used to reduce the range of sensitive attributes
required to infer a patient’s disease.
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In t-closeness anonymisation, data privacy is ensured by building on pre-
vious anonymisation algorithms namely, k-anonymisation [4–7], and l-diversity
[1,8,9] to maximise data utility and at the same time protecting against skew-
ness and similarity attacks [3]. t-closeness addresses both attacks by taking into
account global background knowledge as well as possible disclosure levels, based
on the distribution of sensitive attributes in both the equivalence classes and
the entire dataset. However, as Liang and Yuan [22] have shown, the t-closeness
problem is NP-Hard. Having a more efficient solution is practical for real world
applications involving large datasets, and low-powered, low-processing devices.
Application scenarios emerge on lossy networks and the Internet-of-things (such
as opportunistic, and Fog computing networks), where personal data is collected
over several devices, may need to be anonymised before it is transferred to a
forwarding device.

In this paper, we propose a performance efficient algorithm based on clus-
tering as a classification heuristic to ensure that the distance between sensitive
attributes and the cluster centroid is no more than a threshold value of t. The
degree of similarity between a cluster and a sensitive attribute is computed by
using a combination of severity rankings (cost to privacy due to attribute expo-
sure), the Jaccard coefficient for categorical attributes, and a Euclidean distance
for numerical attributes in the quasi-identifier. A high degree of similarity, is cap-
tured by a smaller distance from the cluster centroid, and the reverse is true for
a low similarity degree. Using these criteria minimises the amount of information
that an observer can infer from the published data, based on background knowl-
edge. Our proposed algorithm has an average time complexity of O(m2 log n)
where n and m are the number of tuples and attributes, respectively.

The rest of the paper is structured as follows. In Sect. 2 we present related
work on the general topic of syntactic anonymisation approaches. We proceed
in Sect. 3 with a description of our proposed approach to clustering supported
t-closeness anonymisation. In Sect. 4, we discuss the performance complexity of
our proposed t-closeness clustering algorithm. We follow this in Sect. 5, with
some experimental results based on the UCI Adult dataset. In Sect. 6, we offer
concluding remarks.

2 Related Work

Sweeney’s work [4] on sharing personal data without revealing sensitive informa-
tion, by k-anonymising the data prior to publication, has triggered a plethora of
algorithms aimed at circumventing deanonymisation attacks while at the same
time ensuring that the data remains usable for operations such as querying
[1–3,5–24]. Privacy preserving data publishing algorithms can basically be clas-
sified into two categories namely, syntactic and semantic approaches. Syntactic
approaches work well with both categorical and numerical data, and have a
well defined data output format. This property allows for confirmation of pri-
vacy traits of the data by visual inspections. Adversarial models for constructing
deanonymisation attacks are based for the most part on generally available infor-
mation and inferences drawn from the syntactic and semantic meaning of the
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underlying data. Examples of algorithms that fall under this category include,
k-anonymity [4], l-diversity [1], and t-closeness [3].

The t-closeness algorithm was proposed to alleviate vulnerabilities to skew-
ness and similarity attacks [3] to which both k-anonymisation and l-diversity
algorithms are vulnerable. In t-closeness the idea is to structure the anonymised
dataset to ensure that the distance between the distribution of a sensitive
attribute in a given equivalence class, and the distribution of sensitive attributes
in the entire dataset is no more than a threshold value of t [3]. This app-
roach to anonymisation overcomes the limitations of l-diversity in preventing
attribute disclosure, and those of k-anonymisation by preventing inference of sen-
sitive attributes, in addition to protecting against background attacks. However,
t-closeness anonymisation is performance intensive in the average performance
case, and as is the case with k-anonymisation [5,11,19], and l-diversity [20],
achieving optimal t-closeness is an NP-Hard problem [22]. Using heuristics, is
one method of obtaining near-optimal results.

Anonymisation by clustering has been studied as an approach to improving
the performance of k-anonymisation by alleviating the cost of information loss
[23,24]. The idea behind these clustering schemes is to cluster quasi-identifiers
in equivalence classes of size k, and to avoid using generalisation hierarchies
when this impacts negatively on information loss. This property of clustering
lends itself well to t-closeness anonymisation as an approach to alleviating the
performance demands of anonymising large datasets, particularly when this is
done on low-powered, low-processing devices. In the next section we describe our
proposed clustering algorithm.

3 t-closeness Clustering

Before we discuss our t-clustering algorithm we first consider aspects such as
information loss and sensitive attribute severity weightings which are important
in achieving a tradeoff between data utility and privacy. In order to determine
information loss, we use a generalisation hierarchy denoted T (a), where T (a)max

is the root node or maximum numerical value for an attribute, and T (a)min a
leaf node or minimum numerical value. In T (a), P is the set of parent nodes,
T (a)p is the subtree rooted at node p ∈ P , and T (a)tot,p is total number of
leaf nodes in the subtree rooted at node p ∈ P . We handle NULL values by
classifying them as categorical values.

To calculate information loss for categorical attributes, we consider the pro-
portion of leaf nodes that are transformed to the parent node in the the sub-
tree rooted at p in comparison to the total number of parent nodes P in T (a)
excluding the root node. Information loss as IL(a) for categorical attributes is
computed with

IL(a) =
T (a)tot,p − 1

P − 1
.

and for numerical attributes

IL(a) =
T (a)max,p − T (a)min,p

T (a)max − T (a)min
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is used to compare the loss incurred within the subtree in which the value
falls, to maximum and minimum values both in the subtree and the entire
hierarchy, T (a). Finally, we express the combined information loss over both
categorical and numerical attributes for the entire dataset is computed using
ILtot =

∑
t∈D

∑
a∈A IL(a).

We introduce a severity weighting scheme to determine the level of loss of
privacy due to classifying a tuple with a given sensitive attribute in one cluster
over another. For example, a severe illness like “stomach cancer” carries a higher
risk of privacy loss than “flu”. We denote the sensitive attribute severity weight
as S(s) where s ∈ S(a) and S(·) maps the sensitive attribute to its weight. In
this case, the weight is a guideline for the duration, severity of the illness, and/or
the likelihood of stigmatisation in the case of exposure. For instance, on a scale
of 1 − 10, S(Cancer) = 10, while S(Allergy) = 4.

In order to cluster data to ensure t-closeness anonymity with clustering,
it is important to determine the minimum size of a cluster required to guar-
antee a global minimum level of t-closeness that all clusters must adhere to.
The clustering algorithm uses a value kmin as the minimum cluster size and
moves tuples into appropriate clusters, based on both the severity weight-
ing and the distance from the cluster centroid. We define kmin as follows:
kmin = Max(kcons,min(SD(·))) where kcons is a pre-defined minimum cluster
size and SD(·)) represents the set of all sensitive attribute severities for D.

Based on the cluster size, we must determine which tuples to either include or
exclude from a cluster. As a first step, we use the relative distance between tuples
to decide which tuples to classify in the same cluster. The inter-tuple distance
is computed based on both categorical and numerical attributes. The distance
between categorical attributes is measured using the Jaccard’s coefficient [17],
as a similarity measure that is easy to interpret and works well for large datasets
with a proportionately small number of NULL or missing values. We define the
Jaccard coefficient for our t-clustering algorithm using

simti,tj =
Qti ∩ Qtj

Qti ∪ Qtj

where Qti and Qti are the quasi-identifiers for ti and tj , respectively. tj is the
centroid of the cluster that ti is classified in. The value of simti,tj varies between
0 and 1, 1 indicates a strong similarity between the tuples, and 0 a strong
dissimilarity, based on the quasi-identifier attributes.

To reduce the rate of information loss due to tuple suppressions, we also com-
pute the Euclidean distance between numerical attributes with an n-dimensional
space function which is represented as follows:

Dist(ti, tj) =
√(

ti (a1) − tj (a1))2 + .... + (ti (am) − tj (am))2
)

where ai is an attribute in Q. Tuples separated by a small Euclidean distance
are classified in the same cluster.
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Next we consider the sensitive attribute severity weightings and compute the
average severity weighting ASD for D as well as the average severity weighting
ASe for e for a given cluster (equivalence class). The ASe serves to evaluate the
distribution of sensitive attributes in e, while ASD does this for the entire dataset
D, which is similar to how t-closeness decides on tuple classifications based on
statistical distributions of sensitive attributes, and also to prevent skewness as
well as similarity attacks. The ASD is used to start the anonymisation process
and is computed as follows:

ASD =
∑

Sti(a)
‖D‖

where Sti(a) is the severity weight of sensitive attribute a ∈ ti. A high ASD

indicates a high level of diversity in the entire dataset. In a similar manner, we
compute ASe as follows:

ASe =
∑

Sti(a)
‖e‖

In line with using the t parameter in the t-closeness scheme as a method of
optimising dataset utility, we evaluate the level of loss of privacy with respect to
information loss in forming the clusters, using a fitness function that is expressed
as follows:

t =
1

Max (ASD, ILtot)
.

Expressing the fitness function in this way captures the fact that when t is low
a high degree of loss of either privacy or information is likely to occur, while a
high value indicates a good balance between privacy and data utility.

Finally, the Kullback-Leibler distance between ASe and ASD is used to
determine the level of diversity of sensitive attributes in e with respect to
D. Using the Kullback-Leibler distance (

∑
ASe log ASe

ASD
) serves as an entropy-

based measure to quantify the distribution of sensitive attributes both in e and
D; and is computed as follows: Dist (ASe, ASD) =

∑
ASe log ASe

ASD
≤ t where

∑
ASe log ASe

ASD
= H(ASe) − H(ASe, ASD) such that H(ASe) =

∑
ASe logASe

is the entropy of ASe and H(ASe, ASD) is the cross entropy of ASe as well as
ASD. When Dist (ASe, ASD) ≤ t the anonymised dataset mimics t-closeness by
ensuring that sensitive attributes are classified according to severity of exposure.
When Dist (ASe, ASD) �≤ t, we must rerun the whole algorithm to re-compute
cluster structures to ensure privacy. In the next section we provide a complexity
analysis of the average case running time for our proposed scheme.

4 Complexity Analysis

We know from Liang and Yuan’s work [22] that the t-closeness anonymization
problem is NP-Hard. With respect to t-clustering, we know that clustering prob-
lems are in general NP-Hard. However, with our heuristics we are able to drop
the performance cost to O(n2 logm) where n and m represent the tuples and
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attributes in the dataset D. We achieve this by dividing up D into at most n
clusters, computations required for classification are in O(n) and the fraction of
attributes that are critical for classification are in O(logm), which results in a
total time complexity of O(n2 logm).

5 Experiments and Results

In this section we present some results of experiments that we conducted to
evaluate the performance of our proposed t-clustering anonymisation scheme.
We applied our proposed scheme to the Adult Database from the UCI Machine
Learning Repository [25]. We modified the table to include 12 attributes namely:
Age, Race, Gender, Salary, Marital Status, Occupation, Education, Employer,
Number of Years of Education, Workclass, Relationship, Native Country. We
included 3 quasi-identifiers, and 2 sensitive attributes. From the base original
table (45222 tuples), we extracted dataset sizes to experiment with, and ran-
domly generated an additional 20000 tuples to observe the behaviour of the
proposed scheme on larger dataset sizes. With respect to the anonymisation
process, we used the following parameters - cluster size: 2, 3, 9, 10, 11, 15, 16,
17, 18; maximum suppression allowed: 0%, 1%; 0.017 ≤ t ≤ 0.2. From the table
above, we observe that the Kullback-Leibler distance (Dist (ASe, ASD)) between
the severity weightings both within the clusters and the dataset are relatively
low which indicates a high level of privacy in terms of protection against back-
ground knowledge attacks such as skewness and similarity attacks. In this way
our proposed scheme inherits the privacy properties of the t-closeness anonymi-
sation algorithm. In terms of performance of our proposed scheme, in line with
the theoretical performance discussed in Sect. 4, we note that the time required
for clustering grows linearly with the size of the dataset. Finally, the percentage
information loss falls between 9% and 25% depending on the number of clusters
formed, the cluster size, and the dataset size. Lower information loss percentages
occur when smaller and more clusters are formed for a dataset and the reverse
happens when larger clusters are formed. The trade-off however, is that smaller
clusters result in a higher risk of privacy loss while larger clusters reduce the
privacy risk (Table 1).

Table 1. Classification time with respect to dataset size

Dataset size Cluster size Dist (ASe, ASD) Time (ms)

30000 9 0,0015 74

35000 17 0,00117 83

40000 16 0,0015 92

45000 16 0,00035 90

50000 16 0,002 98
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6 Conclusion

In this paper we presented a clustering scheme to alleviate the performance cost
of t-closeness anonymisation. Basically, what we do is to rank sensitive attributes
by a severity weighting and classify tuples to minimise the risk of privacy dis-
closure of tuples containing high severity weight sensitive attributes. Clustering
has the advantage of reducing the need for extensive attribute generalisation in
order to classify tuples based on similarity. This is good, in addition, because it
reduces the cost of information loss. As we have mentioned earlier, high levels of
information loss make datasets unusable in practical situations. By considering
severity weightings both for individual clusters and the entire dataset, we mimic
the t-closeness principle, of seeking to distribute tuples in ways that ensure that
the difference in distributions both within the equivalence classes and the entire
dataset, does not surpass a threshold value of t. In this way, our proposed scheme
also offers protection against skewness and similarity attacks. Finally, a further
benefit of our scheme is that because it is not performance intensive, it can be
used on low-powered, low-processing networks for guaranteeing privacy of data
under data forwarding schemes.
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