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Abstract—Information about upcoming trends is a valuable
knowledge for both, companies and individuals. Detecting trends
for a certain topic is of special interest. According to the latest
information over 200 million blogs exist in the World Wide
Web. Hence, every day millions of posts are published. These
blogs contain an enormous think tank of open-source intelligence.
Considering the continuously growing nature of the World Wide
Web a primary factor of success is the ability to include the latest
data and focus on the complete data set of blogs. The structured as
well as unstructured data of blogs are available offline via a single
database for further analyses. This paper describes and evaluates
an algorithm to detect trends based on the data published in blog
posts.

I. INTRODUCTION

An emerging trend is a topic of interest that is becoming
more and more important over time. An old but often used
example for an emerging trend is Extensible Markup Language
- XML in the 1990s [1]. With the increasing amount of data
that is available on the World Wide Web the need is arising to
be able to detect such trends at an early stage.

Information about upcoming trends is considered to be
a valuable source of knowledge for both, companies and
individuals. A large number of market analysts working at
monitoring a particular business field, with many employing
manual methods to do so. Since the amount of available data on
the internet is far too high for humans to monitor, which carries
a major risk of substantial amount of information being missed,
the necessity arose to detect emerging trends automatically.

It is a pretty difficult task to make all these information
available offline. This is is carried out by the intelligent crawler
[2] of the BlogIntelligence project.

Nevertheless, the analysis of this data is one of the key
success factors. A lot of text-mining algorithms are already
well known. However, in most cases they are used on a limited
data set. Using a limited data set or using pre-aggregated
results stands in contrast to the continuously growing nature
of the World Wide Web. In former times this was not possible
at all. Nowadays, in collaboration with an in-memory database
the execution of these analyses becomes really fast. Therefore
it is possible to provide results based on the latest data.

Since the blogosphere - all inter-connected weblogs -
provides structured and unstructured data, text-mining algo-
rithms have to be combined with the analysis of structured
information in order to detect reliable trends automatically.

This paper presents an approach that combines trend-
detection for structured and unstructured data. As a result,

this approach fits perfectly to the semi-structured format of
weblogs.

In order to demonstrate the usability of the approach
presented in this work, the algorithm is evaluated by using
a real blog data set gathered by the crawler running on the
latest hardware at the HPI Future SOC Lab1.

In the second section the scope of this project is discussed.
Afterwards other techniques on this field of research are
discussed in the related work section before the algorithm itself
is presented in detail in Section IV.

In Section V the presented trend-detection algorithm gets
evaluated to provide a deeper understanding of how this
detection works in detail. In addition, in Section VI some
future work is presented before the work is summarized in
Section VII.

II. RELATED WORK

In their article Kontostathis et al. [3] described different
kinds of trend-detection systems. They divided the trend-
detection systems into two main categories. The semi- au-
tomatic systems, which require user interaction for detecting
emerging trends. Often these systems provide user-friendly re-
ports and statistics for the user. In the beginning these systems
supported a human expert in finding emerging trends. The
second group is the group of fully-automatic trend-detection
systems. The fully-automatic trend-detection approaches pro-
duce output without interaction with the user.

A trend-detection system consists of different components
such as linguistic and statistical features, learning algorithms
and visualization. Kontostathis and his group stated that a great
deal of progress has been made towards automating the process
of detecting emerging trends. Nevertheless, all systems try to
present the results to the user in a user-friendly visualization.

A very sophisticated trend-detection model was introduced
by Abe et al. [4]. Their system finds research keys in
bibliographical data. They used a set of paper titles from two
artificial intelligence conferences for their experiment. Their
algorithm relies on the calculation of an importance index to
find the most relevant words in the paper titles and monitor
changes of this index over time. They presented really good
results for their set of conference paper titles, but only focused
on small paper titles for two selected conferences.

Currently, there a few approaches for trend-detection inside
the World Wide Web with more or less good results. Abe et al.

1http://www.hpi.uni-potsdam.de/forschung/future soc lab.html?L=1
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With EnBlogue, Alvanaki et. al [5] already attempted to use
meta data provided in the World Wide Web, but they purely
focused on tags. Therefore, this work provides an algorithm
that focuses on different aspects provided by the structured and
unstructured data of the blogosphere in order to detect trends.

III. TREND-DETECTION PREREQUISITES

To detect trends inside the blogosphere many different
steps have to be performed first. Assuming that the necessary
structured data has been extracted before, the initial steps for
detecting emerging trends can be taken. This part is an essential
factor for detecting trends later on.

A. Time Window

Due to the fact that the trend-detection should work with
user input and detect the latest trends,a certain time frame has
to be used. For example, the last three months or even weeks
should be sufficient. It can be even meaningful for a user to
play around with the size of this window

B. Importance Index

It is necessary to get the most important words or phrases
from the content of a blog post. For text mining there are a
few well-known methods available to calculate an importance
value for each word of a document in a given document corpus.
Assuming that the contents of all blog posts are the document
corpus it is possible to use such an index for it.

a) TF-IDF: One of the most well-known importance
index correlates the frequency of a certain term with the
inverse document frequency (tf-idf). These terms are extracted
beforehand by a term extraction method. To detect trends it is
necessary to change this index slightly.

In order to detect trends, it is mandatory to know the
importance of a term at a certain point in time in order to
monitor changes. Therefore, the definition of the tf-idf has
to be changed slightly. Hence, it can be defined as in the
following.

t = tj − tj−1 (1)

TF−IDF (termi, ptj) =
TF (termi, Ptj)

TP (termi, Ptj)
×log |P |

PF (termi, P )
(2)

This describes the importance of a term for a certain time
frame. Hereby, the specified time frame can be adjusted from
days, over several hours to milliseconds. TF calculates the
frequency of the termi in the set of posts Ptj inside a time
frame, TP returns the number of terms within the set of posts
Ptj, —P— is the number of posts and PF is the number of posts
containing this term in the overall corpus. For later usage it is
necessary to normalize the tf-idf measure.

C. Linear Regression

To detect trends an indicator has to be defined. For the
detection of trends it is necessary to monitor changes over
time; linear regression is perfectly suited for this work. Koegh
et al. [6] described different time-series patterns that can

be used for data mining and specified meanings for them.
Therefore, a simple linear regression as described in the book
Introduction to Linear Regression Analysis by Montgomery [7]
is commonly used to monitor changes over time.

By using linear regression it is possible to calculate a trend
line. For this trend line the slope and intercept is calculated
using the following general definition.

Slope =

∑n
j=1(ytj − y)(xj − x)

n∑

j=1

(xj − x)2
(3)

Intercept = y − Slope× x (4)

The defined slope provides information about whether a
trend is increasing or decreasing over time. In addition, the
intercept value provides information about the baseline of the
values. If the intercept is positive the linear regression line will
not be increasing enough. Therefore, for an emerging trend the
trend line has to have a negative intercept.

Furthermore, if the linear regression has a positive inter-
cept, the trend can be popular or subsiding depending on
whether the slope is positive or negative. These meanings are
explained in more detail in Section IV-D3.

IV. TREND-DETECTION ALGORITHM

The different aspects monitored over time are described in
more detail. An overview of all necessary steps including the
preparation is shown in the following:

1) Term extraction based on the content of a blog post
2) Usage of a time window to get the latest trends
3) The link structure in the blogosphere has to be

analyzed
4) Calculation of the importance index to find the most

important words
5) The content of each post has to be analyzed
6) Usage of tags has to be analyzed
7) Finding patterns by performing a clustering
8) Finally assigning meanings to the clusters in order to

detect emerging trends
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A. Link Analysis

One of the most powerful structures inside the blogosphere
is the inter-linkage between blogs or posts. One reason for the
power of the links inside the blogosphere is certainly based on
the influence that incoming and outgoing links have to search
engines.

This becomes particularly important for blogs, since a lot
of different types of links exist between blogs. The links placed
on the blogs home page are very powerful. These links often
represent other blogs containing links to this blog. Since this
is sometimes shown on all sub pages this can be a powerful
link mechanism.

In addition to these links, links inside the content of a post
are at least as powerful as links on the blogs home page. These
links indicate posts even from other bloggers writing about
a similar or related topic. For search engines these links are
often very valuable regarding the given topic relevance. This
is especially important, since it can trigger other discussions.

In addition there is another category of blog links that are
used in comments. Since commenting goes along with a lot
of abuse and spamming these links are almost irrelevant and
have less power than other links in posts and blogs.

All of these links are often represented as traditional hyper-
links in the content of a post. In addition, it is often possible
that some very important links are published in the feed of a
blog. The blog-crawler is able to differentiate between these
different kinds of blog links.

As already discussed, terms from blog posts and the link
structure of blog posts are extracted. Therefore terms can be
related with links.

Since a tag has a relation to a post it is possible to define
the incoming links of those entities like in the following.

ILp with p ∈ P (5)

ILp = {(p, x)|x ∈ P ∧ (p, x) ∈ RWP} (6)

Pterm,t with term ∈ TERM (7)

Pterm,t = {p|p ∈ P ∧ (term, p) ∈ RTP ∧ TD(p) = t} (8)

ilterm,t =

∑
p∈Pterm,t

|ILp|
|Pterm,t| (9)

Hence, the indicators for the content can be defined as fol-
lows. For further combination of the indicators it is necessary
to normalize this data set.

tspani,j = ti,j − ti,1 (10)

Slopelink(termi) =
∑n

j=1(|iltermi,tspanij | − |iltermi
|)(tspani,j − tspani)

n∑

j=1

(tspani,j − tspani)2
(11)

Interceptlink(termi) = |iltermi
|−Slopelink(termi)×tspani

(12)

B. Content Analysis

The second aspect to look at is to analyze the content of
each post. The different types of content are merged. Besides
the real content of a post the database provides the titles and
as well as the short description from the feeds. The shown
indicators are based on the changed importance index defined
in Section III-B in Definition 2. As stated previously, this
definition measures the importance of a single word at a certain
point in time. The usage of tf-idf values for detecting trends
was used by Abe et el. [4] for the first time with titles of
conference papers for two conferences.

First it is necessary to know the time span in between
a certain time point and the first occurrence. This can be
calculated by the following definition .

tspani,j = ti,j − ti,1 (13)

Slopecont(termi) =
∑n

j=1(ztermi,tj − ztermi)(tspani,j − tspani)
n∑

j=1

(tspani,j − tspani)2
(14)

Interceptcont(termi) = ztermi −Slopecont(termi)× tspani

(15)

These indicators track the change of the importance in-
dex values over time. If there is a significant change, these
indicators are one of three aspects that can classify whether a
trend is coming up or not. It is important to note that these
indicators have to be performed based on the time window,
which is explained in Section III-A. If these indicators were
used with the complete data set they become more and more
resistant against changes.

C. Tag Analysis

Since the blogosphere consists of a semi-structured format
it is not sufficient to focus on the different text sources
inside the blogosphere. Furthermore, the quality of the trend-
detection results can be improved by including additional
meta-information. The best known parts of the blogosphere
structure are tags and categories. Tags are keywords describing
the content of a post in a concise form. This should make it
more convenient to search inside the blogosphere.

The main problem with tags is that the usage highly
depends on the author of a post. Some authors describe their
content using too many different tags, while others completely
forget to annotate their content with tags. Assuming that all
authors use tags there is still the problem that authors can
describe similar content with completely different words.

Lorelle VanFossen, a so-called blog evangelist, wrote a
blog post especially about the problem with tagging2. She
stated that it is very complicated for blog authors to use good
tags, since they have to stop writing and start thinking like
a reader would when searching for a specific topic. She also

2http://lorelle.wordpress.com/2005/12/12/the-problems-with-tags-and-
tagging/
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described how tags are in some way different to keywords; they
are more like categories where the content can be grouped.

The intelligent blog-crawler [2] extracts tags as well as
categories. Merging both elements and not differing between
tags and categories is used for the presented approach.

Since each post has a time stamp as well, it is possible to
analyze the usage of tags over time.

TUtg,t with tg ∈ TG (16)

TUtg,t = {(tg, x)|x ∈ P ∧ TD(x) = t ∧ (tg, x) ∈ RTGP}
(17)

tutg,t = |TUtg,t| (18)

Similar to the definition in Section IV-B it is possible to
define a trend indicator for tags based on the data set shown
above as follows.

tspani,j = ti,j − ti,1 (19)

Slopetag(termi) =
∑n

j=1(tutermi,tj − tutermi
)(tspani,j − tspani)

n∑

j=1

(tspani,j − tspani)2
(20)

Intercepttag(termi) = tutermi − Slopetag(termi)× tspani

(21)

D. Trend-Detection

Finally, according to the indicators for each aspect from
the previous Section final indicators have to be defined as
well as meanings for these indicators. Three main aspects are
analyzed. In order to get two final indicators for each term the
indicators of the different aspects have to be combined with
term clustering information.

1) Term Indicators: As a first step, it is necessary to define
an overall indicator for the slope and intercept for each term.

OverallSlope(termi) =

Slopecont(termi) + Slopetag(termi) + Slopelink(termi)

numOfSetIndicators(termi)
(22)

OverallIntercept(termi) =

Intcont(termi) + Inttag(termi) + Intlink(termi)

numOfSetIndicators(termi)

(23)

Each slope function returns the slope for the given term.
For the intercept function the behavior is similar to the one of
the slope function. Therefore the numOfSetIndicators function
returns the number of functions not returning zero.

2) Cluster Indicators: Since topic sensitive trends should
be detected, it is not enough to calculate a slope and an inter-
cept value for a single term. Since similar terms are grouped
together to clusters by the term clustering done beforehand,
it is necessary to classify whether a cluster represents an
emerging trend or not. This is done by calculating the average
slope and intercept within a cluster. This can be done by the
following definition.

AvgSlope(c) =

∑
termi∈c Slope(termi)

num(term ∈ c)
(24)

AvgIntercept(c) =

∑
termi∈c Intercept(termi)

num(term ∈ c)
(25)

3) Meanings: Finally after calculating the indicators for
each cluster, it is necessary to define meanings for these
indicators. With these meanings it becomes possible to define
whether a cluster contains a trend or not. As already described
in Section III-C the slope and intercept is sufficient enough
to classify a cluster as emergent, popular or subsiding. Since
these meanings are well proven and used very often to classify
trends, they work for the aspects of the blogosphere as well.

AvgSlope AvgIntercept

emergent positive negative
popular positive positive

subsiding negative positive

TABLE I. THE MEANING MATRIX

These meanings for the overall slope are shown in Table I.

V. EVALUATION

This Section evaluates the trend-detection algorithm itself
in more detail. We want to take a deeper look whether detected
trends are getting popular in the future or decreasing again.

A. Trend Prediction

Furthermore, an attempt is made to make an assumption
as to how reliable the trend-detection system is using an
experiment. Therefore the specified time window is divided
into smaller windows of one week in order to compare the
results of each window.

Therefore, a closer look at the trends that are classified as
emergent inside the last week of July is necessary. In order to
calculate the emergent trends for this week, the time window
has to be reduced from six weeks to a single week. To make an
assumption about how these trends will perform in the future,
the following weeks have to be observed as well. In order
to do so, it is necessary to move the time window one week
ahead again and again. This experiment is focused on how
many emergent trends from the first week will become popular
trends in the following weeks.

Figure 2 shows the results of the experiment in more detail.
In the last week of July, 3695 emergent trends can be identified.
In the following weeks these emergent trends are observed. In
the second week, from 3695 emergent trends, 1494 emergent
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trends are still classified as an emergent topic. Nevertheless,
already 307 trends can be classified as popular. But 1894 of
the 3695 emergent trends are again decreasing. This is not
bad at all, since they have the possibility to become a popular
trend again. Since the focus of the experiment is not on the
subsiding trends, a trend is excluded as soon as it is classified
as a subsiding trend once.

In the third week, only 34 of the 1494 as emergent trends
from the week before are still emergent. This gets clearer by
looking at the popular trends in the third week. From the 1494
as emergent classified trends, 742 are getting popular in this
week.

Finally, in the last week there is only one emergent trend
left and last but not least 19 of the 34 emergent trends are
getting popular in the last week.

Furthermore from the trends that became subsiding in one
week during the experiment time window, 987 of these 2626
as subsiding classified trends are getting popular as well within
at least the last week of the experiment.

Finally this experiment showed that 2055 of the 3695 as
emergent classified trends are really getting popular trends
within the next three weeks. Of course, this is just a very
limited experiment. Nevertheless, it shows that the trend-
detection could probably be used for prediction of trends.
Therefore, further evaluation should be conducted.

VI. FUTURE WORK

Sentiment analysis or opinion mining [8] makes it possible
to identify whether a sentence has a positive or negative
meaning. They try to analyze the words used in a sentence and
provide a classification from -3 up to +3 in order to express
the positive or negative meaning.

This can be useful for detecting trends as well since the
classification of emergent or subsiding can be misunderstood
and it goes along with positive or negative feelings. But
nevertheless, the classification of emergent or subsiding has
nothing in common whether it is a positive trend or a negative
trend that is becoming more and more important over time.

Therefore, more classification levels for trends could be
possible. By integrating a sentiment analysis for each trend,
each subsiding, emergent or popular trend can be classified as
well as a positive or negative trend. This would give the user
a better understanding of the trends and would deliver more
valuable information.

VII. CONCLUSION

For trend-detection based on the blogosphere three different
aspects are taken into account in the presented work. As a first
step it is necessary to prepare the unstructured data. Extracting
terms, measuring which words are the most important ones
and clustering similar terms are some key steps that have to
be performed up-front. As a consequence the trend detection
can take the unstructured information into account.

This work described an algorithm for the detection of
trends based on the structured and unstructured data inside the
blogosphere and evaluated the different parts of the algorithm
by using a real data set from the blogosphere gathered by the
BlogIntelligence tailor-made blog-crawler.

That information can help a user, on the one hand, to get
more information about a certain topic and get a variety of
up-to-date knowledge that is coming up in the blogosphere.

On the other hand, information about trends can be funda-
mental information for businesses. It is possible to comprehend
sales figures and changes in sales figures based on the blogo-
sphere. This can help to react faster in the future if the market
changes and gives the possibility to adjust the direction of a
company accordingly.
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