Robust Visualisation of Dynamic Text Collections: Measuring and Comparing Dimensionality Reduction Algorithms
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ABSTRACT

Visualisations are supposed to provide intuitive ways to explore large document collections. State-of-the-art approaches usually transform high-dimensional representations of documents into 2-dimensional vectors using dimensionality reduction algorithms. These vectors are then placed into a landscape hopefully retaining semantic information regarding similarity from the high-dimensional representation. Traditionally, dimensionality reduction algorithms are developed with static collections in mind. However, many “real-world” document collections, such as news articles, scientific literature, patents, Wikipedia, or tweets, to name a few, grow and evolve over time. Visualising the temporal change of these collections poses various challenges for out-of-the-box dimensionality reduction algorithms.

In this paper, we propose strategies to adapt existing dimensionality reduction algorithms to incorporate change. These strategies ensure that landscapes at different intervals of the collection are robust with regard to spatio-temporal coherence. Furthermore, we propose metrics to measure the stability over time and compare several popular dimensionality reduction algorithms.
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1 INTRODUCTION

Interaction with large document collections can take many forms. Keyword-based search interfaces are certainly the most popular among them. However, in more exploratory settings, users may find a 2-dimensional document landscape more compelling. They enable the user to visually explore a corpus in its entirety. There are several map-like visualisations for book corpora1 [6] as well as philosophy [12] and physics literature 2. These show the effectiveness of displaying individual documents in their global context, allowing the user to gain insights that would otherwise remain hidden. We focus on the aspect where a document should be placed on such a landscape, especially when the underlying document collection is growing. Most commonly, dimensionality reduction is applied to a high-dimensional representation of the original documents in the corpus. The most popular among them are tSNE and UMAP [10, 11]. However, these algorithms were developed with static data in mind. As the corpus grows over time, for example as new research is published or news events unfold, the landscape has to be updated. Updates to the landscape need to be coherent with their earlier versions so that users can reliably associate semantics to specific regions in their mental model of the data.

Dimensionality reduction algorithms typically start with an initial layout of the data in a two dimensional target space. This may either be an approximate layout, often using principle component analysis (PCA) or spectral embeddings, or sometimes a random distribution. The initialisation has a significant impact on the final layout after optimisation [15]. In this work, we compare several initialisation strategies in order to make landscape updates robust to undesired effects. Furthermore, we propose quantitative evaluation metrics to measure stability and layout quality.

Prior work has shown that consistent updates are possible under specific circumstances. Rauber et al. propose a dynamic tSNE approach by introducing a displacement penalty between layouts [17]. However, their focus was change in the representation of individual items in the dataset, not a growing corpus. LION-tSNE adds new data to the initial layout by calculating the position using k nearest neighbours of the original data [2, 4]. Poličar et al. extended tSNE by introducing batch processing to reduce the dimensionality of large datasets [15].

While batch processing assumes a relatively uniform distribution of all aspects of the data across batches, we assume the opposite. New topics may emerge over time and need to be fitted to earlier representations but may also require slight displacement of older data to make room. Similar issues are also considered in representation learning for dynamic word embeddings [1] or editable neural networks [22]. In both cases, unsupervised learning models are adapted with new objectives or to fit new data. In these scenarios, only pairwise relations need to be stable. For visualisation purposes however, the global rotation or distortion in landscape updates has to be limited.

There are several application that use dimensionality reduction to visualise document collections. Early work includes InVis [5, 13] and the work by Chen et al. who used probabilistic multidimensional projection models [3]. Repke et al. combined multiple objectives in their dimensionality reduction algorithm to jointly visualise...
2 ROBUSTNESS THROUGH INITIALISATION

The initialisation has a significant impact on the final result of a dimensionality reduction algorithm. Thus, we hypothesise, that targeted initialisation strategies across visualisations for different intervals of a document collection leads to spatially coherent results. Obviously, some change to the position of earlier documents may be required to make room for emerging topics. This change however should be minimal. Furthermore, emerging topics should fit within the semantic structure of an existing layout. The development of new dimensionality reduction models is beyond the scope of this preliminary work. Thus, we only consider small adaptations of existing algorithms as baselines. For our experiments, we assume that the document collection is strictly growing and that the number of cumulated documents from earlier intervals to be larger than the number of documents in the next interval. To achieve coherence across intervals, we propose the following initialisation strategies.

The naive approach is to use the cumulated documents and the new documents as input to the dimensionality reduction algorithm and only fix parameters that could influence the layout, including the random state. Spectral embeddings or principle component analysis, commonly used for initialisation, both are deterministic when applied to the same data. In case the number of newly added documents is small enough compared to the number of already present documents, this may be a valid approach.

The kNN approach uses the layout of earlier documents to approximately place new documents within the existing layout. For each new document, we take k nearest neighbours in the high-dimensional space of earlier documents and calculate their average position in the two-dimensional space to place the new document. Alternatively the impact of outliers could be reduced by using the median or weighting the average by the inverse distances. We initialise the dimensionality reduction algorithms with these positions to optimise the two-dimensional layout.

Lastly, we also use algorithm-specific approaches. For example, UMAP [11] and Parametric-UMAP [20] provide a method to project previously unseen documents to the target space. Initially, this works similar to the kNN approach, but an internal encoder model refines the positions of new documents. OpenTSNE [16] implements advanced nearest neighbour methods to calculate affinities between data points in the high-dimensional space. These models can also be used as an initialisation in addition to the previously described kNN approach.

3 EXPERIMENTAL SETUP

In this preliminary work, we propose strategies to adapt dimensionality reduction algorithms to produce coherent representations for document collections that grow and semantically evolve over time. An intuitively usable series of visualisations of the document collection should be relatively stable, such that an area on the landscape is always associated with a fixed semantic meaning. Furthermore, documents that existed in earlier versions of the landscape should remain near their original position for best usability. However, some displacement may be necessary to make space for emerging topics.

To evaluate the effectiveness of the proposed initialisation strategies with regard to these expectations, we measure 8 characteristics of the produced series of landscapes. Thereby we evaluate both, the landscapes themselves and the coherence within a series of landscapes. We base the individual evaluations on the work by Li et al. [8]. Among others, they used (1) the local Kullback-Leibler divergence (L-KL) to compare pairwise local distances in the original space and the landscape (lower is better), (2) a continuity score

Table 1: Stability and Layout Quality Metrics, best score in bold, second best in *italics*

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Strategy</th>
<th>L-KL</th>
<th>Acc</th>
<th>Cont</th>
<th>Trust</th>
<th>NMI</th>
<th>Spread</th>
<th>Overlap</th>
<th>Disp</th>
<th>Stab</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenTSNE</td>
<td>naive</td>
<td>0.0529</td>
<td>0.6519</td>
<td>0.9048</td>
<td>0.9150</td>
<td>0.5234</td>
<td>0.2746</td>
<td>0.6136</td>
<td>0.3115</td>
<td>0.7359</td>
</tr>
<tr>
<td>OpenTSNE</td>
<td>specific</td>
<td>0.0495</td>
<td><strong>0.6560</strong></td>
<td>0.9093</td>
<td><strong>0.9192</strong></td>
<td><strong>0.5299</strong></td>
<td>0.2756</td>
<td>0.6414</td>
<td>0.0738</td>
<td>0.8559</td>
</tr>
<tr>
<td>FItSNE</td>
<td>naive</td>
<td>0.0539</td>
<td>0.6522</td>
<td>0.9058</td>
<td>0.9134</td>
<td>0.5239</td>
<td>0.2803</td>
<td>0.6192</td>
<td>0.2012</td>
<td>0.7937</td>
</tr>
<tr>
<td>FItSNE</td>
<td>kNN</td>
<td>0.0497</td>
<td>0.6525</td>
<td>0.9093</td>
<td>0.9106</td>
<td>0.5247</td>
<td>0.2700</td>
<td>0.5920</td>
<td>0.0880</td>
<td>0.8632</td>
</tr>
<tr>
<td>UMAP</td>
<td>naive</td>
<td>0.0517</td>
<td>0.5526</td>
<td>0.9218</td>
<td>0.8217</td>
<td>0.4499</td>
<td>0.1876</td>
<td>0.1715</td>
<td>0.1317</td>
<td>0.5848</td>
</tr>
<tr>
<td>UMAP</td>
<td>specific</td>
<td>0.0522</td>
<td>0.5576</td>
<td>0.9214</td>
<td>0.8221</td>
<td>0.4505</td>
<td>0.1882</td>
<td>0.1789</td>
<td>0.1229</td>
<td>0.4924</td>
</tr>
<tr>
<td>ParaUMAP</td>
<td>naive</td>
<td>0.0677</td>
<td>0.4206</td>
<td>0.8709</td>
<td>0.7193</td>
<td>0.3583</td>
<td><strong>0.1843</strong></td>
<td>0.1715</td>
<td>0.3254</td>
<td>0.2576</td>
</tr>
<tr>
<td>ParaUMAP</td>
<td>specific</td>
<td>0.0648</td>
<td>0.4457</td>
<td>0.8715</td>
<td>0.7386</td>
<td>0.3742</td>
<td>0.2010</td>
<td><strong>0.1625</strong></td>
<td>0.0524</td>
<td>0.8517</td>
</tr>
<tr>
<td>LargeVis</td>
<td>naive</td>
<td><strong>0.0379</strong></td>
<td>0.6428</td>
<td>0.9120</td>
<td>0.9055</td>
<td>0.5224</td>
<td>0.2278</td>
<td>0.5180</td>
<td>0.4351</td>
<td>0.4904</td>
</tr>
</tbody>
</table>

(Cont) which measures the overlap of point-wise $k$-neighbourhoods in both spaces, original and landscape (higher is better), (3) an accuracy score (Acc) that calculates how well the labels in the $k$-neighbourhood predict the label of each document on the landscape (higher is better), (4) and the trustworthiness (Trust) by calculating the number of points that appear in the $k$-neighbourhoods of the original space but not in the same neighbourhood on the landscape (higher is better).

However, these metrics, as well as others they used, only measure how well the landscape represents the high-dimensional space. Since our documents have category labels, we can also measure quality of their visual separation. To incorporate label information in the evaluation, we use (5) the average normalised mutual information (NMI) (higher is better), (6) the Spread of labels across the landscape (lower is better), (7) and the Overlap of Gaussian kernels that are fit to documents of each category (lower is better).

Furthermore, we measure the coherence in a series of landscapes by (8) the average normalised displacement (Disp) of data points from one landscape to the next (lower is better), (9) and the average overlap of Gaussian kernels (Stab) for each category between two landscapes to show how stable semantic areas are (higher is better).

5 RESULTS

In this section we provide an overview of the results from our experiments. Table 1 contains the results of our quantitative evaluation. Due to space constraints, they are limited to the 20-newsgroup dataset and only provide a comparison of the naive approach for each dimensionality reduction algorithm and its best performing initialisation strategy. Based on these results and those not shown, none of the approaches and initialisation strategies appear to stand out. Comparing the tSNE-based and UMAP-based algorithms, we observe a trade-off in the results. UMAP-based approaches generally produce more stable layouts across intervals, as seen in the last four columns of the table. However, their ability to represent the original space decreases as a new category grows, which is not well separated from other documents in the existing landscapes. This becomes most apparent in the average NMI scores. Vice versa, tSNE-based approaches generally seem to incorporate documents from the emerging category better, while generally leading to less stable layouts, which is especially obvious when looking at all initialisation strategies. We also observed, that parameters for degrees of freedom or cluster separation appear to worsen all scores. We assume, that the separation amplifies the impact of documents, that appear at less ideal positions, given their category labels. Examples in Figure 1 were chosen based on most stable layouts, each corresponding to the non-naive strategy row in Table 1. These examples show, how documents from an emerging computer-related topic is embedded into the landscape around already existing similar topics. For the visualisation, we reduced the number of documents but still add few documents from the initially hidden category and increase the growth rate. All algorithms lead to the least stability of the overall layout between the third and fourth interval. We can also see, that UMAP-based approaches tend to produce a more densely populated landscape than tSNE-based approaches.

6 CONCLUSIONS AND FUTURE WORK

In this paper we have shown the results of our comparison of different dimensionality reduction algorithms to visualising document collections that grow and semantically evolve over time. To this end, we use the analogy of document landscapes for intuitive exploration of the global and local structure of the underlying document collection. These document landscapes need to be updated to incorporate new documents of the growing corpus. After each update, or even across several updates, users should still be able to recognise a familiar global placement of semantic regions. We compared several state-of-the-art dimensionality reduction algorithms and the influence of different initialisation strategies to achieve stable updates across intervals. We have shown that even simple strategies already improve these objectives over a naive approach. However, our preliminary findings also show that there is still room for improvement. For example, documents on emerging topics do not fit well in the overall structure and are hard to distinguish from older documents.

In future work, we will focus on that issue in particular and develop a cross-interval loss, so that the optimisation process does not solely rely on a good initialisation. In the context of an information retrieval and exploration system, the layout would also benefit from a better use of the space on a rectangular canvas. Furthermore, another interesting direction for future work is to update underlying document embedding models instead of only using a static vector space representation of the documents.
Figure 1: Scatterplots of selected results over four time intervals; 400 posts from each category; category “1 – comp.graphics” is hidden first and then growing over time by first adding 10, then 50, and finally 140 posts in later intervals.
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