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ABSTRACT

Similarity search on structured data assumes some similarity measure on the data—often a combination of individual measures per attribute. Users of a similarity search system may have different requirements on the similarity measure; the individual measures can be combined in many different ways, including a simple weighted sum of the similarities with varying weights, or, at the other end of the spectrum, much more complex machine learning techniques. Previous approaches to similarity search work only with static similarity measures or cannot exploit dynamic similarity measures.

In this paper, we present the DySim algorithm, a novel approach that answers similarity queries with query-specific configurations of similarity measures: For any query, users are allowed to define an arbitrary, including non-metric, overall similarity measure that is based on similarities of attribute values. This freedom allows to provide different search experiences to different user groups. Our approach creates a similarity index for each individual attribute. We then dynamically generate a query plan by using positive ad-hoc sample results and apply a filter-and-refine approach to quickly retrieve the list of results. We evaluated our approach on a large real-world data set. Compared to a baseline algorithm, the DySim algorithm needs about one third less comparisons to retrieve data at the cost of only a very minor decline in recall.

1. BEYOND STATIC SIMILARITY SEARCH

Similarity search aims to find all objects in a database sufficiently similar to a given query object [16]. This problem includes an overall similarity measure that defines the similarity between two objects. Many current similarity search engines work with a static and metric overall similarity measure. This implies that the overall measure, once defined, is the same for all queries and needs to fulfill the metric conditions. Hence, the search space can be reduced by using the triangular inequality [6, 16].

Such a setting does not allow to retrieve results that are dynamically tailored to the user’s needs. Different users querying the same data with similar queries may have different intentions: Imagine a location database and a user searching for Coffee House and an address in Berlin with the aim to find an arbitrary café near to him. Hence, the search engine should focus more on the location than on the name to deliver results that meet the user’s needs. Another user might query Starbucks Coffee House in combination with an address in Berlin, but this time choosing the name to be the most important attribute. Although both queries look similar to the system, they have different semantics. The same use case could be applied to only one user entering both queries at different points in time and each time the overall similarity measure should be adapted to the user’s current needs. To achieve good results in both different cases, a weighting of the different attributes might be included in the query. As another use case, consider a credit rating agency that answers credit rating requests from different types of clients. While online shops pay much attention to a correct address to have a reliable contact address in case of payment problems, a bank might insist on a correct birth date for legal reasons. Thus, different users have different requirements for the similarity measure.

Previous work deals with query- or user-specific similarity measures for document retrieval. Van Bunningen et al. propose a document ranking model that incorporates the context of the user [15]. Chen et al. describe an approach for adapting ranking functions to user preferences (e.g., user clickthrough logs) [7]. These examples show that there is a need for ranking applications that allow query-specific similarity measures. In this paper, we address this need for similarity search in database records.

Our DySim algorithm solves the following problem: Given an arbitrary similarity measure \(\text{sim}_{\text{overall}}\) for a specific query \(q\) and an overall similarity threshold \(\theta_{\text{overall}}\), retrieve all records \(r\) with \(\text{sim}_{\text{overall}}(r, q) \geq \theta_{\text{overall}}\).

DySim uses a filter-and-refine approach: In the filtering step, we use the similarity index proposed by Christen et al. in [8] and query plans suggested in our earlier work [11] to pre-filter the result set. In the refine step, we select all records with \(\text{sim}_{\text{overall}}(r, q) \geq \theta_{\text{overall}}\) using the overall similarity measure for the respective query. The original idea of Christen et al. averages the similarities of the individual attributes to compute the overall similarity; a static overall similarity measure is used for each query. We do not make these restrictions; our overall similarity measure can be non-metric and personalized to various situations. We assume only that it is based on fixed similarity measures of the individual attributes.
To evaluate our approach, we use structured data of locations from Foursquare, Gowalla, and Facebook\(^1\), all kindly provided by uberblic.com. Our data set consists of almost 1.5 million locations. We selected twelve attributes that all three sources have in common; but only a small fraction of records have values for all attributes.

The contributions of this paper are:

- Definition of the novel problem of dynamic similarity search with query-specific similarity measures
- Dynamic query plans to speed up retrieval without the need of training data
- Evaluation of the DySim algorithm on a large, real-world location data set of 1.5 million records

The remainder of this paper is structured as follows: Section 2 provides an overview of related research in the field of similarity search. Next, in Sec. 3, we give a formal definition of the problem of similarity search with dynamic similarity measures. The idea of dynamic query plans is explained in Sec. 4 and followed by the evaluation of DySim in Sec. 5. The paper concludes with an outlook in Sec. 6.

2. RELATED WORK

For similarity search there is a variety of approaches for specific cases of similarity measures and data. If the data can be transformed into a vector space, the search of similar objects can be reduced to the search of close vectors. The Euclidean distance is a popular similarity measure for vectors. The data can be transformed into a vector space, the search of similar objects can be reduced to the search of close vectors. The Euclidean distance is a popular similarity measure for vectors.

The remainder of this paper is structured as follows: Section 2 provides an overview of related research in the field of similarity search. Next, in Sec. 3, we give a formal definition of the problem of similarity search with dynamic similarity measures. The idea of dynamic query plans is explained in Sec. 4 and followed by the evaluation of DySim in Sec. 5. The paper concludes with an outlook in Sec. 6.

3. DYNAMIC SIMILARITY SEARCH

We define the problem of dynamic similarity search as follows: Given a set of \( n \) attributes with domains \( A_i \), the universe \( U = (A_1 \times \ldots \times A_n) \) of all possible records, a similarity query \( (q, \text{sim}_{\text{overall}}, \theta_{\text{overall}}) \) with a query \( q \in U \), an overall similarity measure \( \text{sim}_{\text{overall}} : (U \times U) \rightarrow [0, 1] \), and a similarity threshold \( \theta_{\text{overall}} \in [0, 1] \), and given a dataset \( R \subseteq U \), find all records \( r \in R \) for which \( \text{sim}_{\text{overall}}(r, q) \geq \theta_{\text{overall}} \).

In addition to the overall similarity measure \( \text{sim}_{\text{overall}} \), we need to define \( n \) attribute-specific similarity measures \( \text{sim}_1, \ldots, \text{sim}_n \) with \( \text{sim}_i : (A_i \times A_i) \rightarrow [0, 1] \). These similarity measures form the basis of the overall similarity and are used to build the similarity index.

Both the overall similarity measure \( \text{sim}_{\text{overall}} \) and the attribute similarity measures \( \text{sim}_1, \ldots, \text{sim}_n \) can be arbitrarily chosen. However, we assume that \( \text{sim}_{\text{overall}} \) is based on the individual attribute similarities and is monotonically increasing with respect to all \( \text{sim}_i \). That is, if for any \( r, r' \in U \) \( \text{sim}_i(r, q) \geq \text{sim}_i(r', q) \) then \( \text{sim}_{\text{overall}}(r, q) \geq \text{sim}_{\text{overall}}(r', q) \).

While the attribute similarity measures \( \text{sim}_i \) are assumed to be arbitrary but fixed and indexed with a similarity index, the overall similarity measure \( \text{sim}_{\text{overall}} \) is a parameter of the query itself, and can thus be selected independently for each query. It could, for example, be defined as a weighted sum of all attribute similarities, the maximum of all attribute similarities, or by a machine learning approach, such as a decision tree. DySim uses the given overall similarity measure to dynamically generate a query plan for the query. The query plan is used to filter possible matches from the data set. We then refine the result set by applying the overall similarity measure to each of the remaining records and selecting only those records \( r \) for which \( \text{sim}_{\text{overall}}(r, q) \geq \theta_{\text{overall}} \).

3.1 Indexing Data

We first create several indexes on the attributes with the attribute similarity measures. We follow the indexing idea for record linkage proposed by Christen et al., including their suggested optimizations [8].

\(^1\)foursquare.com, gowalla.com, and facebook.com
Figure 1: Recall of blocking algorithms for different values of $\theta_{eval}$

We index the data by creating three indexes for each attribute. The record index is a regular inverted index. It points from the distinct attribute values to the respective record IDs. The block index groups similar attribute values together: For each distinct attribute value of the record index, a blocking key is generated by using some blocking algorithm. All attribute values with the same blocking key belong to the same block, thus grouping roughly similar values into one block. The third index, the similarity index, is based on the block index. It stores the similarity between each pair of values of the same block. Therefore, the similarity index has the same key set as the record index.

For a given query value for an attribute, we use the similarity index to determine all similar values according to the given attribute similarity predicate. With the record index, we then determine all occurrences of the similar values, which is the result set of the query for this attribute. If the query value has not yet been indexed, we use the block index to first calculate the similar values.

### 3.2 Index Creation with Blocking

The block and similarity indexes are created using blocking. Only attribute values with the same blocking key are compared [12]. Because the selected blocking algorithm has impact on the overall search performance, we compare different blocking algorithms based on phonetic encodings (Soundex [2], Metaphone [13], Double Metaphone [14], and combinations of those) and different similarity thresholds for the attribute name in our dataset in Fig. 1. The figure shows that the best results are achieved with a combination of Soundex and Metaphone with $\theta_{eval} \geq 0.9$. Thus, we choose this blocking method for all later evaluations and considerations.

### 4. FILTERING WITH DYNAMIC QUERY PLANS

A query plan defines constraints in disjunctive normal form (DNF) that specify a similarity threshold for each attribute within the plan [11]. A record that meets one of these constraints is considered as probably similar to the query record. Consider this example of a query plan:

$$(\text{attr}1 \geq 0.7 \land \text{attr}2 \geq 0.9) \lor (\text{attr}1 \geq 0.9)$$

There are two possibilities to fulfill this query plan: Either the values for attr1 and attr2 of the candidate record compared to the query record achieve a similarity of 0.7 and 0.9 or higher, or the comparison of the candidate record and query record concerning attr1 results in a similarity of at least 0.9.

The purpose of a query plan is to efficiently filter the record set to find as many records as possible that are similar to the query record. Using a query plan, the number of overall similarity calculations can be reduced, as shown in Section 5. Overall similarity calculations can be quite expensive, depending on the provided function. Thus, query plans can significantly reduce costs. However, the shape of the query plan that is used for similarity search depends on the overall similarity measure. As we want to support dynamic similarity measures at query time, we cannot use a predefined query plan. Instead, the query plan has to be generated a query time, too. We now present DySim, an algorithm to dynamically generate query plans.

The idea behind DySim’s way of generating query plans is inspired by Fagin’s algorithm [10] and based on the assumption that the overall similarity function is monotonically increasing. Because of this assumption, it is very likely that records with a high overall similarity also have high similarities regarding some of the attributes. Thus, if we sample the records with the highest similarities for each attribute, there is a high probability that the top hits are among the sample. That is why DySim starts sampling records that have a high similarity regarding one of the attributes. We compute the overall similarity of these records and again choose some of them, namely those that are potentially good matches for our query. We then generate a query plan that retrieves at least these sample records, and hopefully all other sufficiently similar records.

The generation of query plans in the DySim algorithm comprises three steps: Sampling, query plan preparation, and query plan minimization. Below, these steps are described in detail, each followed by an example.

#### 4.1 Sampling

During the sampling step, $N$ records are retrieved that are similar to the query based on their attribute similarity. For each attribute value of the query record, the $N$ records with the highest individual attribute similarity are collected in a set. To do so, we follow the approach of Christen et al. described in Section 3.1, but stop retrieval when $N$ records have been retrieved.

As an example, consider a query for all locations with the name Starbucks in the city Berlino. The DySim algorithm first retrieves the IDs of the $N$ records with names similar to Starbucks. Likewise, the $N$ IDs of records with a city similar to Berlino are retrieved. For this example, possible results are shown in Table 1 assuming $N = 3$. In some cases, there are many entries with the same similarity. In our example, there are more than three entries in our database with the value Berlín for the attribute city. It is important to remember that in this step we do not aim to retrieve all records with a high similarity, but a data sample that includes some records with a possibly high similarity. Thus we can break similarity ties through random choice.

After retrieving those sample records, we apply the overall similarity measure and sort the records by descending similarity. In our example, we retrieve the records 1, 3, 4, 5, and 7. Table 2 presents the records including their name and city sorted by their overall similarity.
Table 1: top 3 records per query attribute value

<table>
<thead>
<tr>
<th>Query Attr. Value</th>
<th>Record ID</th>
<th>Record Attr. Value</th>
<th>Attr. Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Starbucks</td>
<td>7</td>
<td>Starbucks</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Starbucks Cafe</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>Starbucks Olivaer</td>
<td>0.91</td>
</tr>
<tr>
<td>Berlin</td>
<td>3</td>
<td>Berlin</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Berlin</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Berlin</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2: Retrieved records sorted by their overall similarity

<table>
<thead>
<tr>
<th>Record ID</th>
<th>Name</th>
<th>City</th>
<th>Overall Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Starbucks</td>
<td>Berlin</td>
<td>0.95</td>
</tr>
<tr>
<td>5</td>
<td>Starband</td>
<td>Berlin</td>
<td>0.84</td>
</tr>
<tr>
<td>1</td>
<td>Starbucks Olivaer</td>
<td>Berlin</td>
<td>0.82</td>
</tr>
<tr>
<td>4</td>
<td>Starbucks Cafe</td>
<td>Munich</td>
<td>0.79</td>
</tr>
<tr>
<td>3</td>
<td>Good Coffee</td>
<td>Berlin</td>
<td>0.73</td>
</tr>
</tbody>
</table>

There are two important parameters of our sampling algorithm. Since we want the query plan to cover at least all records \( r \) for the query \( q \) with \( \text{sim}_{\text{overall}}(r, q) \geq \theta_{\text{overall}} \), all sampled records that fulfill that condition should be used for creating the query plan. At this point, it might be good not to use a similarity bound as strict as \( \theta_{\text{overall}} \). Thus, we introduce \( \phi \), a factor adjusting the threshold. Hence, \( \phi \cdot \theta_{\text{overall}} \) denotes the lower similarity bound for the top records. Furthermore, we want to ascertain that the query plan is always influenced by multiple sample records. For this reason, we introduce \( \sigma \). \( \sigma \) denotes the fraction of the so-far sampled records that are definitely used for constructing the query plan. In our example, \( \sigma = 1 \) would mean, that all five records were included in the query plan construction, and \( \sigma = 0.4 \) would result in a query plan that is based at least on records 7 and 5 (or more, if more records have a similarity \( \text{sim}_{\text{overall}}(r, q) \geq \phi \cdot \theta_{\text{overall}} \)).

Thus, the final sample comprises the top records of the original sample (as defined by the fraction \( \sigma \)) plus all sample records with an overall similarity greater than or equal to \( \phi \cdot \theta_{\text{overall}} \). Regarding our example, there are five top records. Assuming that \( \sigma = 0.2 \), \( \phi = 0.9 \), and \( \theta_{\text{overall}} = 0.89 \), record 7 is used to create the query plan, because it is within the top 20% of the sample. Additionally, all records with a similarity equal to or higher than 0.9 · 0.89 = 0.801 are considered. Thus, the sample consists of the records 7, 5, and 1.

4.2 Query Plan Preparation

The query plan preparation step creates a query plan that covers at least all the records in the previously determined sample. To do so, the query plan constraints are built depending on the sampled records one by one. For each attribute of a certain record, we build a so-called threshold record. It consists of the attribute name (not value) and a similarity threshold, defined by the corresponding attribute similarity and calculated for the attribute value at hand. As a result, we obtain a threshold record for all attributes that are set in the sample record and the query record. All resulting threshold records for a sample record are combined into a conjunction.

If a record has set all attributes of this conjunction and the similarities are at least as high as the respective thresholds, the record is covered by this part of the query plan. As the corresponding record’s attribute similarities fulfill the constraints of the conjunction, it also is covered by it. The resulting query plan in DNF is created as a disjunction of all the conjunctions built on the sample records. The conjunctions for our example are:

- **Conjunction for record 7**
  \( \text{name} \geq 1.0 \land \text{city} \geq 0.9 \)

- **Conjunction for record 5**
  \( \text{name} \geq 0.82 \land \text{city} \geq 0.9 \)

- **Conjunction for record 1**
  \( \text{name} \geq 0.91 \land \text{city} \geq 0.73 \)

The resulting (still partially redundant) query plan is:

**Query plan in DNF**

\[
\begin{align*}
&\text{name} \geq 1.0 \land \text{city} \geq 0.9 \\
\lor &\text{name} \geq 0.82 \land \text{city} \geq 0.9 \\
\lor &\text{name} \geq 0.91 \land \text{city} \geq 0.73
\end{align*}
\]

This query plan covers all records of the sample. As an example, let us take a look at record 1. The names Starbucks Olivaer and Starbucks have a similarity of 0.91, while the cities Berent and Berlin have a similarity of 0.73. As the last conjunction is based on these values, this record is covered by the query plan. However, this query plan is not yet optimal and is improved in the next step.

4.3 Optimization

There are several points that can be optimized in the prepared query plan. First of all, threshold records can become too strict. For example, a threshold record with a threshold of 1.0 allows only attributes with the exact same value. This might be a problem, as we could lose result objects that have very similar but not exactly the same attribute values. To avoid this kind of strictness, we define the threshold \( \theta_{\text{plan}} \). If a similarity threshold within a threshold record is higher than \( \theta_{\text{plan}} \), it is lowered to \( \theta_{\text{plan}} \). With \( \theta_{\text{plan}} = 0.9 \) our example query plan is changed to:

**Query plan with \( \theta_{\text{plan}} \)**

\[
\begin{align*}
&\text{name} \geq 0.9 \land \text{city} \geq 0.9 \\
\lor &\text{name} \geq 0.82 \land \text{city} \geq 0.9 \\
\lor &\text{name} \geq 0.91 \land \text{city} \geq 0.73
\end{align*}
\]

If, on the other hand, the fraction of records that surpass the lower similarity bound for a query is less than \( \sigma \), the sample may include records with some low attribute similarities. A low attribute similarity probably does not increase the overall similarity, thus attributes with low similarities are probably not indicators for good matches. Additionally, the similarity index stores only attribute values with similarities higher than or equal to \( \theta_{\text{index}} \), so that it is sufficient to consider attributes with similarities that are at least as high as \( \theta_{\text{index}} \). Otherwise, it would be necessary to calculate all attribute value similarities within the corresponding block. In our example the last threshold record of the last conjunction has a threshold of 0.73. Assuming that \( \theta_{\text{index}} \) is 0.8, this threshold can be dismissed:
As mentioned above, some of the conjunctions are redundant in the sense that their result set is a subset of the result set of another conjunction. This is the case for two conjunctions $A$ and $B$ if $B$ contains lower thresholds than $A$ for the same attributes, or if $B$ contains fewer attributes (with all other attribute thresholds being the same). We then say that $A$ is dominated by $B$ and we can dismiss conjunction $A$. In the example, the first conjunction is dominated by the second conjunction. Therefore, we can eliminate the first conjunction and the resulting final query plan is:

Minimized query plan

\[
(name \geq 0.82 \land city \geq 0.9) \lor (name \geq 0.9)
\]

4.4 Filtering

The resulting minimized query plan can now be used for filtering. The threshold records of each conjunction are applied to the similarity index: the similar attribute values for every attribute of the conjunction are fetched if their similarity is above the respective threshold. The corresponding record IDs are fetched if all threshold record constraints are met. We optimized the process of fetching similar attributes by determining the minimum thresholds for all attributes within the entire plan and retrieving the corresponding attributes. For the previously explained example considering the name attribute, there are the threshold records $name \geq 0.82$ and $name \geq 0.9$. As the first one has a smaller threshold, all name attributes with a similarity $\geq 0.82$ are retrieved from the similarity index. Now the overall similarity function is applied to all retrieved records and the final results are sorted by their similarity.

5. EVALUATION

Similarity search should achieve good results for both precision and recall while using as little resources as possible. Since the similarity function $sim_{overall}$ and the threshold $\theta_{overall}$ are part of the query, we know exactly which objects are relevant, thus precision is 1.0 by definition. The basis of our algorithm is the index proposed by Christen et al. We cannot achieve a recall higher than the recall we would obtain by comparing the query object with all indexed objects. Besides recall, our second metric is the number of comparisons, which counts the number of performed calculations of the function $sim_{overall}$. The number of comparisons highly correlates with the runtime and is a good indicator for performance.

We evaluated DySim against an extended version of the search algorithm by Christen with the possibility to incorporate an arbitrary overall similarity measure $sim_{overall}$. To achieve this, we replaced the accumulation of attribute similarities by retrieving all records that contain a similar attribute value and applying the overall similarity measure on all records in this set. The amount of retrieved records is not affected, but the quality of the result list (the overall similarity measure is used as a ranking function in this context). In the following, this approach is referred to as baseline. We compared the two algorithms to the naïve similarity search without index structure. This search iterates over all objects in the database. All results from the non-index-based algorithm that have a $sim_{overall}$ greater than or equal to $\theta_{overall}$ are used as our “ground truth” for recall computations.

We show that DySim needs only about 66% of the comparisons required by the baseline approach of Christen et al., while keeping recall nearly the same.

5.1 Prerequisites

To evaluate DySim we used a random sample of 100 spots from our data set and selected a random subset of attribute values from each of those spots as query values. Thus, it is guaranteed that all attribute values from the queries are stored in our index. We could also consider generated query objects containing attribute values that are not stored in the index but regarding our two evaluation metrics the number of comparisons would not change, and the recall would be dependent on the used attribute similarity measures. Since we abstract from the used attribute similarity measures, we decided not to use such query objects. Of course, the query times would increase, as instead of fast index lookups the attribute similarities would have to be calculated.

5.2 Parameters

The similarity measure $sim_{overall}$ used for the evaluation is the average of the individual attribute similarities. The parameters introduced in Sec. 4 were assigned static values for the evaluation.

We set the overall similarity threshold $\theta_{overall} = 0.89$. This value is empirically determined, nevertheless, it is a free parameter of the query. The threshold for the similarity index $\theta_{index}$ is set to 0.8 as this was an acceptable trade-off between time consumption for similarity calculations and memory needs. The maximal similarity threshold $\theta_{plan}$ within a threshold record of a query plan is set to 0.9 and could be subject of further analysis as it should lead to a higher recall if lowered. On the other hand, the number of comparisons might also increase. Finally, we set the percentage of records that should definitely be used in the query plan $\sigma$ to 20%. The parameters $\phi$ and $N$ are evaluated in detail in the following section.

5.3 Results

If the similarity threshold $\phi$ for the sample records is lowered, both recall and the number of comparisons increase as shown in Figure 2. This is the case because a low value of $\phi$ leads to more and potentially less similar samples being used to generate the query plan. If the used samples are less similar to the query object, the generated query plan is less strict. Thus, the similarity search performs more comparisons, but in turn finds more results. Here, we use 50 sample records to generate the query plans.

Figure 3 presents the recall and the number of comparisons for different values of $N$. The figure shows that an increasing $N$ leads to an increase in recall as well as in the number of comparisons. A higher value of $N$ means that more initial sample records are fetched, which leads to more comparisons being performed before the actual query plan is generated. Also, the number of samples that are used to generate the query plan increases, which may result in a query plan that is less strict and thus adds to the number of additional comparisons. On the other hand, a larger $N$ increases the chances of sampling some good matches for the query object, which may also lead to an increased recall. We
DySim algorithm with \( \phi \) al. and a modified version of the according similarity search algorithm is based on the indexing methods of Christen et al. The presented DySim and based on the individual attribute similarities, e.g., as is the case for weighted similarities. The presented DySim algorithm is based on the indexing methods of Christen et al. and a modified version of the according similarity search algorithm that allows arbitrary overall similarity measures. We added a mechanism for filtering to allow a faster search with fewer computations of the overall similarity measure. The demonstrated filtering mechanisms, the dynamic query plans, make use of an adaptive selection of sample records during filtering, resulting in adjusted query plans for arbitrary overall similarity measures. We showed that we can achieve a significant reduction of overall similarity computations at the cost of only a very minor decline in recall.

## 6. CONCLUSION

In this paper, we provided a method for similarity search with arbitrary similarity measures. The only constraint for such a measure is that it has to be monotonically increasing and based on the individual attribute similarities, e.g., as is the case for weighted similarities. The presented DySim algorithm is based on the indexing methods of Christen et al. and a modified version of the according similarity search algorithm.

### Table 3: Performance comparison of DySim and the baseline algorithm

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Recall</th>
<th>Number of comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>No index</td>
<td>1</td>
<td>1.5 m</td>
</tr>
<tr>
<td>Baseline</td>
<td>1</td>
<td>20.9 k</td>
</tr>
<tr>
<td>DySim</td>
<td>0.979</td>
<td>13.8 k</td>
</tr>
</tbody>
</table>

### Figure 2: Recall and number of comparisons for different values of \( \phi \)

![Figure 2: Recall and number of comparisons for different values of \( \phi \)](image)

### Figure 3: Recall and number of comparisons for different values of \( N \)

![Figure 3: Recall and number of comparisons for different values of \( N \)](image)

also observed that for query records with many set attribute values a low value of \( N \) is sufficient to achieve a high recall.

Finally, we compare the baseline algorithm against the DySim algorithm with \( \phi = 0.5 \) and \( N = 500 \). Table 3 shows the results in terms of recall and number of comparisons. With the sample used for evaluating the parameters, the baseline algorithm achieves a recall of 1.0 while performing about 20.9 thousand comparisons for all queries in the sample. In contrast, the DySim algorithm delivers a recall of 0.979, but makes only 13.8 thousand comparisons. This shows that compared to the baseline DySim has a minor decline in recall but has to execute only two-thirds of the comparisons.
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