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This extended abstract describes the main contributions
of our work presented at the research track of the Extended
Semantic Web Conference 2021 as a negative results pa-
per (Jain et al. 2021).

1 Introduction
Knowledge graphs (KGs) serve as structured repositories of
real-world facts in the form of triples comprising of entities
and relations e.g. (head entity, relation, tail entity). KGs
such as Yago and Freebase have been applied to a number
of applications including question answering, rule mining
and web search. Knowledge graph embeddings have re-
cently emerged as a popular technique for representation
learning, where entities and relations are represented by low-
dimensional dense vectors that can capture the interactions
within the knowledge graph and then used for predicting
missing links. Several popular KG embedding models have
been successfully used for the task of link prediction or triple
completion in knowledge graphs (Wang et al. 2017) to ad-
dress the issue of incompleteness in real-world KGs.

Due to their state-of-the-art performance, KG embed-
ding models have gained considerable attention and are be-
ing exploited for various other semantic tasks. As the ba-
sic premise of KG embeddings is centered around the se-
mantic relationships between various entities, there is a
widespread notion that embeddings must be able to cap-
ture the semantics and features of KG entities and relations
very well. Embeddings have been, therefore, used for many
similarity-based tasks including entity similarity (Sun et al.
2020) and relation similarity (Kalo, Ehler, and Balke 2019),
as well as conceptual clustering (Gad-Elrab et al. 2020;
Wang et al. 2019). Moreover, several previous works have
attempted to leverage KG embeddings for performing rea-
soning with rules (Yang et al. 2015; Zhang et al. 2019).

While the results look promising, none of these previous
works have performed a detailed analysis of the benefits of
the embeddings across different datasets as well as across
different entities within a single dataset. In some cases, a
measurement of the consistency and scalability of the pro-
posed embedding-based approach for different real-world
datasets is largely lacking. The oversight of the limitations
of KG embeddings and emphasis on the success for the sim-
pler cases might prove misleading to research community.
Our work aims to address this issue by performing a criti-

cal study of the characteristics of the latent vectors obtained
from several KG embedding models and quantitatively mea-
suring their ability for semantic representation and learning.

2 Experiments and Results
KG embeddings are trained to capture the structural infor-
mation of the underlying dataset. Ideally, if latent embed-
dings were able to embody all the latent features of entities,
then entities with similar features would be similar in the
vector space as well. That is, entities belonging to a par-
ticular type or class would result in similar vectors (Wang
et al. 2019) and it should be possible to identify the enti-
ties belonging to a particular type from the KG embeddings.
Therefore, in this work, we focus on verifying whether the
entities can be categorized or assigned to their respective
types from their corresponding latent vector representations.
We perform a systematic investigation with two distinct sets
of classification and clustering experiments for the entity
embeddings in the vector space for two popular benchmark
datasets - Yago3-10 and FB15K-237. We used five different
embedding techniques from the LibKGE library (Broscheit
et al. 2020) that are widely popular: TransE, RESCAL, Com-
plEx, DistMult and ConvE.

Fig. 1 shows the weighted F1 measures for the Yago3-
10 dataset across all the embedding models (color coded)
as well the different classifiers (pattern coded) for entities
belonging to classes at different levels of granularity in the
Yago ontology (refer to (Jain et al. 2021) for details). These
results indicate that the classification performance drops sig-
nificantly for fine-grained classes, indicating that the seman-
tic capability of embeddings is limited and heavily depen-
dent on the dataset characteristics. While entities belonging
to a small set of high-level, easy classes are relatively well-
represented, the same does not hold true for most of the en-
tities corresponding to other important classes in the dataset.

To compare the performance of the embeddings with a
non-embeddings baseline, we leveraged a heuristics based
technique SDType that simply uses the links between the
entities to infer their type (Paulheim and Bizer 2013). It
was seen that SDType was able to achieve quite competitive
results as compared to several prominent embedding mod-
els. This provides strong evidence for the shortcomings of
embeddings for representing fine-grained classes for which
even simple statistical approach can already give compara-



Figure 1: F1 measure for Yago3-10 classification experiments (best viewed in color).

ble results by deriving the semantics directly from the KG.
Furthermore, this work explores and identifies the factors

that determine a good semantic representation of the entities
and relations for any given KG, as well as the reasons for the
shortcomings of current embedding models. An analysis of
the relations associated with the different classes that were
used in our experiments for the Yago3-10 dataset showed
the presence of overlapping relations between entities be-
longing to different semantic types in real-world KGs (re-
fer to Section 5 of (Jain et al. 2021)). This lack of unique
relations makes it harder for embedding models to derive
type-specific features about the entities, thus limiting their
capability to learn similar entities or identify any common
traits for all entities belonging to the same class. These ob-
servations raise strong doubts about the applicability of KG
embeddings for various semantic and learning tasks.

3 Insight and Relevance to KR
The key insight from our detailed analysis in this work is
that while embedding models used for representation learn-
ing of KGs are assumed to encapsulate the semantics for
entities and relations, in reality their semantic soundness is
severely restricted and highly dependent on the datasets on
which they are trained. These findings indicate that a thor-
ough inspection of the advantages and weaknesses of KG
embeddings is necessary when employing them for seman-
tic tasks. While the research community is focused on de-
veloping novel architectures for training the KG embedding
models, a careful eye on the generalizability of these mod-
els in terms of their semantic representation also deserves
more attention. We believe the results from this work would
serve as a precautionary tale and help the KR community be-
come cognizant of the realistic semantic benefits of knowl-
edge graph embeddings, such that they can make prudent
decisions when applying these embeddings to new prob-
lem statements in representation learning and reasoning. We
have made our datasets and code publicly available1 to facil-
itate further research in this direction.
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