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ABSTRACT
Given their long-standing research traditions, a tremendous
body of data has been collected in the social sciences by
observing or interviewing people regarding their behavior,
attitudes, beliefs, etc. The Sociological Research Institute
(SOFI) in Göttingen (Germany) carried out a number of
studies observing working situation in German automobile
and shipyard industry after the rapid economic growth in
post-World War II Germany - the so-called German “eco-
nomic miracle”. Qualitative data in form of worker inter-
views was collected during the period of over the last 40
years, starting from early 60’s (i.e Volkswagen and German
dockyard studies) and findings of these studies made a sig-
nificant impact on the working situation in German indus-
try. Intelligent access to this heritage of qualitative data
would turn such data collection into a valuable source for
a secondary research, e.g., for longitudinal (meta)analysis
or historical investigations. By using modern information
technologies the project “Gute Arbeit” aims at providing
intelligent access to qualitative social science data on the
subject of “good work”. Topic modeling has gained a lot
of popularity as a means for identifying and describing the
topical structure of textual documents and whole corpora.
However, when applied to the corpora directly, topic mod-
elling leads to poor quality topic models due to the limited
number of sociological surveys in our dataset.

In our previous work we proposed topic cropping a fully au-
tomated process for selecting and incorporating additional
domain-specific documents with similar topical content which
can expand a dataset and significantly improve the quality
of inferred topic models. We tested our approach on the-
matically close English and German document corpora and
investigated that the produced results for German corpora
slightly outperformed those of the English dataset.
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1. INTRODUCTION
For social sciences, sharing of qualitative primary data like
interviews and re-using it for secondary analysis is very
promising as data collection is very time consuming. More-
over, some qualitative data sources capture valuable infor-
mation about attitudes, beliefs, etc. as people had them
at other times – “realities” that cannot be captured any-
more (see e.g. studies in UK Data Archive). Enabling sec-
ondary analysis of data not collected by oneself, analyzing
it with new research questions in mind, imposes a lot of
challenges, though. In this paper, we focus on the aspect of
advanced techniques for facilitating exploration of such data
and for improving topic exploration in German digital data
archives. Supporting intelligent access to and exploration of
data shared for re-use is also a main goal within the digital
humanities as it is, for example, expressed in the theme of
the Digital Humanities 2013 conference: “Freedom to Ex-
plore”. Figure 1 visualizes the main building blocks for in-
telligent support of secondary qualitative analysis envisaged
in this project: Contextualization, Information Extraction,
Opinion Mining/Sentiment Analysis, and Anonymization.
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Information extraction 
e.g. Topic Modelling  

Q.  Yes. So is it   a nice company to work for? 
A. It was. 
Q. It was, so what was the change? 
A. 1991 when they brought new management in, I think it was. 
Q. 1991, new management. And what changes have been made? 
A. I don't think people look forward to coming to work now. 
Q. Do they not? 
A. No.  It used to be a good job to come to. It used to be a good firm to work for. 
Q. What was the reason that they don't come? 
A. Well it wasn't a plc then was it? 
Q. No. 
A. And at the end of the day a company's only in business to make a profit and  
 obviously must have made profit before but being floated on the stock market 
 we've got to make even more. 
Q. So it is more profit oriented these days? 
A. I think it is. That is just my personal opinion. 
Q. But how would that affect your work or terms and conditions? 
A. Yes.  They've cut the numbers so you've less number of bodies. If you get the 

same amount of work of 20 men as what they did, say you've got 30 men's work 
but 20 men do it, you've got the profit of ten men. That's it. Everyone's under a lot 
of pressure especially the Managers, everyone's under a lot of pressure to get the 
bags out, to get the aircraft out on time and they all want the same service.   
It doesn't  bother  me  now  I'm  getting  too  old  to  worry… 

Contextualization 

Figure 1: Modules supporting secondary analysis

By exploiting information retrieval and topic modeling tech-
niques we can mine additional knowledge about themes dis-
cussed in primary qualitative data. This way, interview con-
tents can be visualized by means of extracted topics for a
quick overview. For example, topics extracted for a collec-
tion of studies, cases, or samples show the commonalities of
themes while comparing topics of individual studies, cases
or samples sheds light on the specifics. Interview topics as
well aid an enhanced (automatic) content analysis and re-
trieval of similar documents. This is especially interesting
as qualitative primary documents are often very long, and
thus it is hard to easily grasp their thematic coverage – let
alone to manually analyze and code them.
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Due to the enormous resources required for conducting qual-
itative research by means of interviews (holding the inter-
view, interview transcription, document coding/analysis),
the primary data resulting from such qualitative studies is
usually limited to a small number of interviews per study
case or sample. Topic models, however, are based on statis-
tics and thus perform better on big data sets (see, e.g. [19]).
In our recent work [23] we presented a generalizable frame-
work for using topic modeling given such corpora restrictions
as they occur in qualitative social science research. Our fully
automated adaptable process tailors a domain-specific Crop-
ping corpus by collecting relevant documents from a gen-
eral corpus or knowledge base, here Wikipedia. The topic
model learned on this substitute corpus is then applied to
the original collection. Hence, we exploit state-of-the-art IT-
methods adapting and integrating them for usage as research
tools for the digital humanities. Our previous experiments
were conducted on a dataset of workers interviews in English
language.
In this paper we present first topic cropping outcomes for
the original German studies. Our results show a slight im-
provement in quality metrics for the German documents due
to, as we believe, some properties of the German language
such as wide usage compounds. We plan to evaluate the
latter hypothesis in our future work

2. “GUTE ARBEIT”: IT TOOLS
Ever since the period of rapid economic growth in post-
World War II Germany the working environment has fun-
damentally changed. The rise of the service sector in in-
dustrialized countries, in particular, stimulated discussion
about “subjectivization” of work, i.e. changes within post-
tayloristic management strategies as well as altered work-
ethics and attitudes. By re-analyzing data collected during
more than four decades with the help of modern information
technologies, Gute Arbeit studies how conceptions of “good
work” evolved over time.

However, sharing and re-using data, e.g., for longitudinal
(meta)analysis is not common practice so far. Gute Ar-
beit will enable intelligent access to such qualitative data
gathered within diverse sociological studies regarding the
workplace. For this, we will adapt and advance computa-
tional approaches from the fields of Information Retrieval
and Data Mining, thus promoting the area of digital hu-
manities. Gute Arbeit will contribute to the area of digital
humanities by, amongst others, providing best practices and
guidelines, tools and methodologies on how to facilitate re-
use of sensitive primary data as well as on the exploitation
of intelligent computational techniques for exploring them.

Mining additional knowledge from such valuable data, re-
using it with new research questions in mind or sharing it
with other researchers involves many challenges though. Be-
sides warranting participants’ anonymity, keeping and visu-
alizing context is crucial to correctly interpret utterances of
interviewees not surveyed by oneself. Since “good work” is
a subjective concept, a major task will be the automatic
extraction of topics and people’s opinions regarding these
topics. Here, the usefulness of popular text mining strate-
gies like Topic Modeling and Sentiment Analysis has to be
proven for the kind of material at hand: qualitative data
from structured and unstructured interviews.

In secondary analysis, contextualization is crucial, thus it
has taken the center stage in the debate so far. There are
di↵erent kinds and levels of context of the interview, e.g.,
conversational, situational, regarding the research project,
or institutional/cultural (see [1]). Here, we will focus on
using external knowledge bases, e.g. Wikipedia or news cor-
pora, to enrich primary data with background information
on the socio-cultural context present at the time of data col-
lection. Information extraction – here of Topics and Named
Entities – will be beneficial for advanced exploration and
navigation support, to get a quick overview over collection
contents, to filter via corresponding facets, or to retrieve
similar documents. Exploiting opinion mining for secondary
analysis is especially interesting for our project as (1) the so-
ciological research focuses on subjective conceptualizations
of work and (2) we assume that opinionated passages with
negative or critical statements about certain names or top-
ics may receive special attention with respect to anonymiza-
tion. In contrast to traditional software for qualitative text
analysis, DigDeeper will o↵er various intelligent tools for
searching and exploring (parts of) documents, samples, and
collections.
Figure 2 gives an overview of the system architecture.
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Figure 2: DigDeeper Architecture

Of course, the DigDeeper tool to be developed within the
project will also support standard features for qualitative
data analysis like coding, annotating, linking, and highlight-
ing.

3. RELATED WORK
Tools for (Secondary) Analysis of Qualitative Data:
When it comes to software tools and techniques for support-
ing the (re-)analysis of qualitative data usually three groups
are di↵erentiated. Qualitative data analysis (QDA) tools
like ATLAS.ti, MaxQDA, Nvivo are well developed software
products enabling the manual coding, annotation and link-
ing of data in a variety of formats. Other features are simple
search procedures, the definition of variables, automatic cod-
ing of specified text strings, and sometimes also visualization
of co-occurrences are features or word frequency counts.

More advanced are tools for (quantitative) content analy-
sis, e.g. General Inquirer, Diction, LIWC, TextPack, Word-
Stat. Software in this category usually builds upon large
dictionaries to analyze vocabulary use also semantically. Be-
sides word frequencies, category frequency analysis as well

Proceedings of ENRICH 2013 - SIGIR 2013 Workshop 

August 1, 2013, Dublin, Ireland 16



as statistics or filtering for keywords in contexts (KWIC /
concordance) are typical features. Programs may o↵er co-
occurrence or correlation analysis of categories or words, ide-
ally accounting for synonyms via the build in dictionaries.
Related is cluster analysis and multidimensional scaling for
visualizing word or category correlations. Dictionaries can
also be used for normative comparison, i.e., to find specifics
of vocabulary usage in a document or a collection [12].

Text mining and statistical analysis are advanced techniques
exploited to automatically find themes and trends in qual-
itative data. Tasks are, for example, supervised document
classification requiring human input for the label or variable
value to be learned, unsupervised clustering of similar doc-
uments, or document summarization. Various algorithms
as well as standard data preprocessing procedures (stem-
ming, stop word removal, etc.) exist. Via lexicons, patterns
and rules information extraction, e.g. of sentiment, can be
achieved. To name just a few – mostly commercial – tools
that (claim to) provide additional text mining capabilities:
Catpac, SAS Text Miner, SPSS TextSmart, WordStat.

In [8], the usage of unsupervised learning methods is dis-
cussed, here a self-organizing map (SOM) build upon man-
ually selected terms from interviews, for qualitative data
analysis. They argue that such text mining procedures can
aid both data-driven, inductive research by finding emergent
categories/concepts as well as theory-driven, deductive re-
search by checking the adequacy and applicability of defined
schemes. The next section reports in detail on work regard-
ing the related goal of topic modeling for qualitative data –
the focus of this paper.

Topic Modeling: Topic modeling is a generative process
that introduces latent variables to explain co-occurrence of
data points. Latent Dirichlet allocation (LDA) [2] is a fur-
ther development of probabilistic latent semantic analysis
(PLSA) [5] modeling documents using latent topics. LDA
was developed in the context of large document collections,
such as scientific articles, news collections, etc. with the goal
of getting a quick topical overview. The success of LDA led
to the application in other domains, such as image process-
ing, as well as other types of documents, e.g. tweets [6] or
tags [10].

There is also some work applying topic modeling to tran-
scribed text. In [22], the standard LDA model is extended
to identify not only topics but also topic boundaries within
longer meeting transcripts. The authors show that topic
modeling can be used to detect segments in heterogeneous
text. Howes et al. [7] investigate the use of topic models for
therapy dialog analysis. More specifically, LDA is applied
to 138 transcribed therapy sessions to then predict patient
symptoms, satisfaction, and future adherence to treatment
using latent topics detected vs. hand coded topics. The au-
thors find only the manually assigned topics to be indicative.
Human assessment of the interpretability of the automati-
cally learned topics showed high variance of topic coherence.

Using topic models where there is only limited data, e.g.
very short documents or very few documents, has been stud-
ied as well. Micro-blogging services, such as Twitter, limit
single documents to 140 tokens. Hong and Davison [6] study

di↵erent ways to overcome this limitation when training
topic models by aggregating these short messages based on
users or terms. The resulting longer documents yield better
topic models compared to training on short, individual mes-
sages. Unfortunately, this method only works if the number
of short texts is su�ciently large. Using additional long
documents to improve topics used for classification was pro-
posed in various approaches: Learning a topic model from
long texts and then applying it to short text [21] improves
significantly over learning and applying it on short texts
only. Learning it on both [24] and applying it on short
texts improves further. Jin et al. [9] present their Dual LDA
model to model short texts and additional long text explic-
itly, which outperforms standard LDA on long and short
texts for classification. Our focus is not on classification of
short documents, we use topic modeling to analyze (long)
individual documents and focus more on a careful selection
of the corresponding training corpus.

Incorporating domain knowledge for topic transition detec-
tion using LDA as is described in [26] addresses this prob-
lem using manual selection of training corpora(s). A topic
model is trained using auxiliary textbook chapters and used
to compare slide content and transcripts of lectures. Because
of sparse text on slides and possible speech recognition errors
in the transcripts, training a topic model on long, related
documents improves alignment of slides and transcript sig-
nificantly. In contrast, our method does not rely on a man-
ual selection of a training set as cropping is performed in
an automated process. Applicability of topic modelling for
multilingual IR were identified in [11] the authors attempt to
construct accurate and comparable relevance models in the
source and target language, and use that models to rank the
documents in the target collection. The advantage of this
approach is that it does not rely on a word-by-word trans-
lation of the query and the relevance of the target collection
can be estimated more accurately. In [17] the authors pro-
posed polylingual topic modelling using the Wikipedia inter-
linked pages. In this work we show that a language could be
an important factor for topic modelling and topic cropping
quality.

4. EXPERIMENTS
In our experiments we compared German and English doc-
ument corpora. Both corpora comparably consist of quali-
tative sociological data, specifically surveys and interviews
on topics related to working environment within di↵erent
industrial areas.

4.1 English Dataset
This corpus consists of qualitative data shared for research
purposes via the ESDS Qualidata / the UK Data Archive,
which is currently moving to the UK Data Service. We
selected four out of the eight cases from the case study
on “Changing Organizational Forms and the Re-shaping of
Work” [14]. Each case has verbatim transcriptions or sum-
maries of in-depth Face-to-face interviews conducted in Eng-
land and Scotland between 1999 and 2002. The study sur-
veyed employees from inter-organizational networks as new
organizational forms, analyzing how they operate in practice
and focusing on the aspect of employment relationship.
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• Airport case: four airlines, engineering department,
airport security, baggage handling, full handling, clean-
ing company, fire service (30 files online)

• Ceramics case: five ceramics manufacturers (32 files)

• Chemicals case: a pigment manufacturing plant, two
Suppliers, two Transportation specialists, two Business
Service Contractors (28 files)

• PFI case: Hotel Services Company, Facilities Design
Company, Special Purpose Vehicle, NHS Trust Moni-
toring Team (41 files)

Interviews were held in semi-structured form given guide-
lines for questions along the main research themes of man-
aging, learning and knowledge development, experience of
work, and performance – particularly investigating the links
between these topics and changing organizational forms1.
For example, questions asked for how and why changes in
organizational form arose and how much progress has been
done on implementation. Regarding learning, interviewees
were asked on knowledge and skills required for the jobs, on
how and by whom training and learning is organized, or how
customer/production pressures are handled. Subjective at-
titudes and experiences of work were captured via questions
on changing patterns in and changing perceptions of team
work, working time, pay, contracting, etc. For performance,
definition of criteria at di↵erent levels, measurement and
monitoring as well as source of performance pressure were
talked about. In particular, the focus was on links between
changing organizational forms and the four broader topics.

4.2 German Dataset
This corpus consist of qualitative data obtained during the
time period 2001 - 2009 from the employee interviews of
the vehicle manufacturing company “Auto 5000” which was
set up inside the Volkswagen complex in Wolfsburg, Ger-
many. This lower cost model company was set up aiming of
keeping manufacturing jobs in Germany instead of moving
production to other areas of Europe. The stu↵ was mainly
composed of formerly unemployed people and those looking
to have more flexible working hours.

The dataset is composed of three parts

• 19 individual interviews with skilled workers (2002)

• 14 individual interviews with production engineers (2003)

• 8 group discussions (2005)

Interviews include the employment history of the former un-
employed workers and engineers, shift work and relations
between the Volkswagen and “Auto 5000” employees. The
average number of the pages per document is about 40.

1For more details see: http://discover.ukdataservice.

ac.uk/catalogue?sn=5041

4.3 Experimental Settings
For tailoring the Cropping corpus, we used top (selected by
MI) representative terms identified in the Working corpus
analysis phase. The terms were used individually to search
for relevant Wikipedia pages using the Bing Search engine.
This resulted in a Cropping corpus of about 10.000 docu-
ments.

An important parameter in learning the topic model is the
number of topics to be learned. With an increasing number
of topics, which is a parameter of the topic model learning
process, the topics get ever more fine grained. The challenge
here is to find a number, which results good topic coverage
for the study (all relevant topics are in) and in su�ciently
fine grained topics to help in exploring unknown qualitative
material, while still being useful for human understanding
and for spotting areas with similar topics.

There is no general notion of a “good” number of topics,
since this strongly depends on the corpus and the targeted
application. We decided to take the diversity of the topics
assigned to the study based on the topics learned from the
Cropping corpus as a measure for a su�cient number of top-
ics. The intuition behind this is that we need a su�ciently
large topic model to cover all aspects of the study. As long
as this is not yet reached the diversity still increases with the
number of topics. Once the diversity stops increasing sub-
stantially the newly added topics are either not relevant for
the study or they just provide subtopics by splitting topics,
which does not substantially add to the diversity.

5. A GENERAL APPROACH FOR
TOPIC CROPPING

The goal of our approach described in [23] is to enable the
exploitation of the advantages of topic models, e.g., with re-
spect to capturing latent semantics, even if the considered
corpus is too small for their direct application. To obtain
this target, in recent work [23] we proposed the topic crop-
ping workflow which is a four step process (see also Figure
3):

1. Analyzing working corpus coverage by selecting char-
acteristic terms

2. Tailoring a Cropping corpus by collecting relevant doc-
uments

3. Learning a topic model from the Cropping corpus

4. Applying topic inference to the working corpus

Analyzing Working Corpus Coverage: The goal of this
step is to understand the topical coverage of the corpus un-
der consideration. At first glance, this might look like a
hen-egg problem: we need to know the main topics of the
corpus for building a corpus for learning those topics. For
overcoming this, we relied on a method for determining the
most relevant terms by using a counter corpus and used
the metric of Mutual Information (MI) [13], which measures
how much the joint distribution of terms deviates from a hy-
pothetical distribution in which features and categories are
independent of each other. The measure ranks higher terms
which are frequent in the working corpus but not in general.
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Figure 3: Workflow for Topic Cropping

Tailoring a Cropping Corpus: The top-ranked subset
of those terms is used for tailoring the Cropping corpus.
We used a general Web search engine to identify the set of
highest ranked Wikipedia pages for each of the terms. The
Cropping corpus is created from the set union of all those
pages. Wikipedia has been selected as the starting point
for Cropping corpus creation because of its broad coverage
providing information on seemingly every possible topic. Of
course it is also possible to use large domain specific corpora
or combinations of several corpora.

Learning the Topic Model: We made use of the Mallet
topic modeling toolkit [15], namely the class ParallelTopic-
Model. This class o↵ers a simple parallel threaded imple-
mentation of LDA (see [18]) together with SparseLDA sam-
pling scheme and data structure from [25]. LDA is based on
a generative probabilistic model that models documents as
mixtures over an underlying set of topic distributions.

P (wi) =

TX

j=1

P (wi|zi = j)P (zi = j)

where P (wi) is the probability of the ith word for a given
document and zi is the latent topic. P (wi|zi = j) is the
probability of wi within topic j. P (zi = j) is the probability
of picking a word from topic j in the document.

Applying the Topic Model: Using learned models from
the previous step, we determine the topics for working cor-
pus using topic inference as o↵ered by the Mallet toolkit
(cc.mallet.topics.TopicInferencer). It assigns to each of the
topics in the topic model a probability of it being relevant
for a study document. As stated in [23], it is not expected
that the set of topics learned from the Cropping corpus is
exactly the set of topics inherently included in the working
corpus. We analyze this issue further in Section 6.

6. EVALUATION
We judge the quality of the automatically detected topics
exploiting both, internal (intrinsic) and external (extrinsic)

evaluation [13, 20]. In topic analysis an internal evaluation
prefers low similarity between topics whilst within a topic
high similarity is favored. We adopt this idea by measuring
topic diversity capturing variance between the di↵erent top-
ics in a model and topic coherence within the single topics
respectively. We additionally measure topic relevance exter-
nally by comparing with human annotators. In this section,
we evaluate both the topics learned directly from the work-
ing corpus and those from the Cropping corpus with the
same setting and analyze them with respect to these quality
dimensions.

6.1 Topic Diversity
Topic diversity is an important criterion for judging the qual-
ity of a learned model. The more diverse, i.e. dissimilar, the
resulting topics are, the higher will be the coverage regard-
ing the various aspects talked about in our interview data.
It has been shown in earlier work that the Jaccard Index is
an adequate proxy for diversity [4] and its output value cor-
relates with a number of clusters (topics in our case) within
the dataset. Thus, to estimate the average similarity be-
tween produced clusters, we employ the popular Jaccard
coe�cient [13].

Figure 4 shows the change of the average Jaccard similarity,
comparing the diversity of topics learned from the working
and the Cropping dataset. We observe that topics learned
from the Cropping corpus are generally more diverse already
in the beginning of the curve, indicating that our approach
covers more aspects of the data even for smaller number of
topics.

6.2 Topic Coherence
We tackle the task of topic coherence evaluation by rat-
ing coherence or interpretability based on an adaptation of
the Google similarity distance (NGD), which performs e↵ec-
tively in measuring similarity between words [3]. The more
similar, i.e less distant, the representative words within a
topic, the higher or easier is its interpretability (see details
in [23]).
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Figure 4: Topic diversity, measured via Jaccard similarity,
and its variance for di↵erent numbers of topics learned dur-
ing topic modeling.

Table 1: Example topics with coherence measured via nor-
malized Google distance (NGD), topics inferred from the
working corpus (W ) or the Cropping corpus (C ).

Topics NGD

English

W bag day company baggage 0.44

W airline service issue baggage 0.38

C workers labor work employment 0.19

C employee employees tax employer pay 0.19

German

W h

¨

orensagen standard schweißerpass block 0.60

W antwort ende↵ekt wolfsburg gmbh 0.43

C arbeitnehmer arbeitgeber gewerkschaften arbeit 0.19

C unternehmen management ergebnisse mitarbeiter 0.32

For example, for the topic Ti that is presented by a list of
words {airline, service, issue, baggage}, its NGD is deter-
mined by the average of the scores of all possible word pairs
{(airline, service), (airline, issue), (airline, baggage), . . . }
(see also Table 1).

To estimate overall topic coherence, we randomly choose a
list of 30 learned topics per case (T = (T1, ..., Tn)), com-
pute NGD for each Tj , and then take the average of the list

AvgNGD(T ) =
1
n
NGD(Tj).

Table 2 reports the average normalized Google distances and
their deviations for topics inferred for three English cases as
reported in [23] and for the one German case (Auto5000).
For both corpora and all cases evaluated, we obtain consis-
tent improvement. This indicates that the topics inferred
from the German and English Cropping corpus are also sig-
nificantly more coherent than those only learned directly
from the working corporas (measured significance of a t-test
p < 0.001).

Table 2: Average (Avg) and standard deviation (SD) of
topic coherence of three cases, measured via normalized
Google distance (NGD). Topics are inferred from the work-
ing corpus (W ) or the Cropping corpus (C ).

Case AvgNGDW SDW AvgNGDC SDC

Airport 0.34 0.07 0.21 0.08
Ceramics 0.32 0.08 0.25 0.09
Pfi 0.35 0.1 0.22 0.08
Auto 5000 0.38 0.09 0.29 0.08

6.3 Topic Relevance
While topic diversity and topic coherence can help to esti-
mate the quality of the topics with respect to information-
theoretic considerations, validity of our results, i.e., the use-
fulness of the derived topics for the working corpus, needs to
be assessed by human evaluation of topic relevance. Here,
we decided to compare our inferred topics with topics as-
signed by human annotators. For this evaluation, we ran-
domly selected 16 and 8 documents from English and Ger-
man corpora respectively to be manually annotated by five
users. Each document was split into smaller units – typi-
cally question and answer pairs – resulting in about 60 units
per document. Thus, a total of 1500 units was annotated.
We asked users to define topics discussed in each given unit.
Each unit could have one or more topics and there were no
restrictions on how topics are to be phrased. Typically the
topics assigned were single words or short phrases.

Topic relevance is then assessed by automatically match-
ing user defined topics with the learned ones. For this, the
terms used by the user for a topic are matched with the
top terms learned for a topic by the topic model. We con-
sider it a match if the term used by the user appears in the
top terms of the respective topic. By design, this evaluation
gives preference to the topic model learned directly from the
working corpus since the users tend to use terms that ap-
pear in the text. Similarly, the topic models learned directly
on the working corpus use exactly those terms for their top-
ics. In order to even out this terminology disadvantage, for
English dataset we made use of word synonyms from Word-
Net [16] to extend sets of topic words before matching. Due
to the lack of German WordNet and the language property,
we compute these scores for German corpus without any
synonym extensions. A learned topic T is considered to
be relevant if its representative words and their synonyms
w = (w1, ..., wk) share one or more terms with user defined
topics t = (t1, ..., tr)

Rel(T ) =

⇢
1 if | w \ t | > 0
0 otherwise

Figure 5 compares topics learned from the documents in the
English corpus with respect to the number of relevant topic
at rank k, R@k =

Pk
i=1 Rel(Ti), where the rank is deter-

mined by the probability of the topic assignment (resulting
from topic inference). Similarly, Figure 6 presents the rel-
evance results for the German corpus. It can be seen from
the results that the topics learned from Wikipedia reach a
comparable level of relevance as those learned directly from
the corpus, while being more coherent and diverse.
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Figure 5: Topic relevance as the number of relevant topics at rank k, for the documents in English dataset

Figure 6: Topic relevance as the number of relevant topics at rank k, for the documents in German dataset

Table 3: Example topics inferred from the German working corpus (W ) and the Cropping corpus (C ).

Corpus Topics

W magdeburg erwartungshaltung april fliessbandarbeit rad blechteile ruck garderlingen bildungsträgern
W art ende↵ekt umfeld niveau stendal nummer automobilbauer not bahn
W antwort fachtalent autos umschulung mal jungs band hammer mechaniker
W test aufgaben gestaltungswerkzeuge kinderbetreuung leistung maß wissen maschine leiter
W monat ahnung bereich lack betriebsingenieur brief band fachwissen halle
C dresden chemnitz dresdner zwickau sachsen radebeul clear style div
C französischen paris frankreich französische saint jean louis dreyfus les
C münchen deutscher geboren hans karl friedrich archäologe august verstorben
C film filme films rolle regisseur filmen schauspieler regie
C formula verfahren test unternehmen methoden management ergebnisse mitarbeiter methode

6.4 Results for the German Corpus
We conducted the Topic Cropping Procedure for the Ger-
man corpus and obtained comparable results. Also in this
case both, the diversity between topics and the coherence
within each topic were increased. Additionally we noticed a
slight increase in the relevance, meaning that inferred topic
slightly better reflected the users annotations of German
compared to the English dataset. In this paper we report
the results and let the further investigations about the rea-
son for the increase to the future work. A hypothesis is that
the improvement could be due to a particular property of
the German language the use of compounds. Compound is
a word which consists of more than one word. English ex-
amples of compounds are words like: “smalltalk”, “makeup”,

“notebook” and so on. In German language it is usual to
use compounds and create them “on-the-fly”, if necessary.
The English phrase “car body pressing” turns into a single
word in German - “Karosseriebau”. Considering topic crop-
ping strategy, the German word is more concise, as a query
resulting in documents well focused on the particular topic.
Compared to English case, the terms “car”, “body”, “press-
ing”, each would give a large number of noise documents
when searching in Wikipedia. This hypothesis is supported
by the fact that German queries in our experiments gener-
ally led to less Wikipedia pages, however the relevance of
the pages was obviously higher compared to English dataset
using our relevance annotation measure described in 6.3.
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The Table 3 provides some examples for topics obtained
from the working corpus only(“W”) and the Cropping corpus
(“C”). In the future work we plan to evaluate the outcomes
in more details, however already on the first glance, for Ger-
man speaking person it will be more di�cult to identify and
label the topics obtained using straight forward modelling
on original dataset compared our cropping approach. For
example, the labels for “C” could be (top-down) “East Ger-
many”, “France”, “archaeology”, “movie”, “company manage-
ment”, whether the labels for “W” are hard to extract.

7. CONCLUSION AND FUTURE WORK
In our recent work [23] we proposed a method for a fully
automated adaptable process of tailoring a domain-specific
sub-corpus from a general corpus (e.g. Wikipedia).

In this paper we present first results of an application of
our Topic Cropping approach within the German national
BMBF Project “Gute Arbeit” and a large scale qualitative
interviews in German language. Our experiments show slight
improvements of the results for German dataset and it seems
it is due to some specific language properties.

We believe that wide usage of compounds in German lan-
guage can lead selecting more concise representative query
terms for the related document search in Topic Cropping
and plan to investigate these details in our future work.
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