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* The advent of generative AI tools sparked a heated debate

about their role in academia.

* Importance of academic writing
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>>> Benefits (promise) of generative AI

* Increased Efficiency

* Enhanced Creativity

* Language Assistance
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>>> Challenges

* Maintaining Academic Integrity

* Ensuring Accuracy

* Misattribution
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Survived proofreading?

Source: [1]
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Verbatim copy of ChatGPT prompt?

Source: [2]
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Source: [3]
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"Knowledge Cutoff" ?

Source: [4]
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Source: [5]
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Overview of the data processing pipeline and analyses of AI’s

influence on scientific literature

Source: [5]
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Source: [6]
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Estimating the overall prevalence of LLMs in the scholarly

literature

Source: [6]
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>>> Academic publisher guidelines on AI usage

* ‘‘AI tools such as ChatGPT can make scholarly

contributions to papers. The use of generative AI tools

should be properly documented in the Acknowledgements or

"Material and Methods" sections. ’’ (Thieme publishing)

* ‘‘Elsevier will monitor developments around generative AI

and AI-assisted technologies and will adjust or refine

this policy should it be appropriate. ’’ (Elsevier)
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>>> Academic publisher guidelines on AI usage

* ‘‘Furthermore, authors are required to be transparent

about the use of these tools and disclose details of how

the AI tool was used within the Materials and Methods

section. ’’ (MDPI)

* ‘‘Any use of AI must not breach Cambridge’s plagiarism

policy. Scholarly works must be the author’s own, and

not present others’ ideas, data, words or other material

without adequate citation and transparent referencing. ’’

(Cambridge University Press)
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>>> Academic publisher guidelines on AI usage [7]

* Human Exclusive Authorship

* Author Accountability

* Disclosure and Transparency

* Research Integrity

* Fluid Policy Landscape

* Constraints and Exclusions
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Source: [7]
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>>> Evaluating AI Text Detection Tools

* RAID study tested 12 detectors across 11 AI models [8]

* Top performers: Binoculars, Originality.AI, GPTZero

* No detector achieved high accuracy across all tests

* Weber-Wulff et al tested 14 detectors on human and AI
text [9]

* Scored below 80% accuracy, high false positive/negative

rates

* Performance worsened with obfuscation techniques

* Better performance on GPT-3.5 than GPT-4

* Inconsistencies in detecting human-written text

* Available detection tools are neither accurate nor

reliable and have a main bias towards classifying the

output as human-written
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* LLMs do not have free will and therefore cannot be held

morally or legally responsible for what they do [10]

* ChatGPT and other LLMs have been and will be used by

researchers [10]
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>>> Guidelines for the use of AI in publishing

* Generative Artificial Intelligence and Natural Large
Language Models for Accountable Reporting and Use
Guidelines (CANGARU) initiative [11]

* Establish commonly shared, cross-discipline best practices

for using GAI/GPTs/LLMs in academia

* ’DON’T’ Criteria List

* Disclosure Criteria List

* Reporting Criteria List
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>>> Guidelines for the use of AI in publishing

* Guidelines on the responsible use of generative AI in
research developed by the European Research Area Forum
[12]

* Researchers refrain from using generative AI tools in

sensitive activities (peer reviews or evaluations) and use

generative AI respecting privacy, confidentiality, and

intellectual property rights

* Research organisations should facilitate the responsible

use of generative AI and actively monitor how these tools

are developed and used within their organisations

* Funding organisations should support applicants in using

generative AI transparently

* Generative AI in Scholarly Communications: Ethical and

Practical Guidelines for the Use of Generative AI in the

Publication Process (STM) [13]
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* Tendency: AI to support publishing and peer review

[14, 15]

* A journal reviewer accused Lizzie Wolkovich of using

ChatGPT to write a manuscript. She hadn’t | but her

paper was rejected anyway [16]

* A Bug Bounty Program for Science [17]

* Open discussion in class/seminar about the use of AI?
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>>> Thank you for your attendance!

Source: [10]
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