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Context-aware Reputation in SOA and
Future Internet

Rehab Alnemr

rehab.alnemr@hpi.uni-potsdam.de

In this report I continue to elaborate different constructs of my work in order to reach
the final goal of designing and modeling context-aware reputation systems. Throughout
the report, I illustrate different goals and benefits of developing such systems.

1 Introduction

Reputation is used in our social communities as a tool of regulating society by the
mean of circulating evaluations. It has been also an important tool in computer science,
especially after the emergence of e-markets. In these markets, consumers get product
information from the auction sites as well as weblogs. Thus mobilizing and combining
the experience of many consumers. Currently, it became even more crucial with the
increased deployment of Service Oriented Architectures (SOA), Internet of Service
(IoS), and recently cloud computing. In the near future, reputation will be a factor in
negotiating about computer resources in cloud computing. It plays even a bigger role
in mitigating risks, when the price involved is higher, and in conveying cooperation and
increasing trust among different entities in these systems.

Transferring the internet from a network of information to a network of knowledge
and services requires more complex and cognitive view on reputation. Existing repu-
tation based systems and models are not cognitive enough to reflect the real nature
of reputation notions. Understanding reputation concepts and constructs is essential
specially if we are dealing with humans and artificial intelligence agents. In my pre-
vious work [4] [5], I have introduced a context-aware reputation framework that en-
ables reputation portability between different virtual communities. The basic constructs
of this framework are: Reputation Object (holds the contexts to be evaluated along
with the corresponding values and their calculation models), Trust Reputation Centers
(reputation providers), and RRTM (categorization of reputation models to be used as
reference). Reputation in this framework addresses different contexts to be evaluated,
and is generic enough to be transfered among communities(platforms), which fits in the
SOA and cloud vision.

Later, I have introduced in [3] the use of Attention Allocation Points (AAPs) tech-
niques -used in economics- to address the problem of having an abundance of infor-
mation and solve it by pinpointing the most important information to the current trans-
action. The output pieces of information are used later to build reputation of entities
involved in the process. Thus, the process of ”rating” is transformed into a process
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of ”evaluation”. The building blocks to this evaluation process construct at the end a
new concept of Reputation-as-a-Service (RaaS). The relation between reputation and
quality is explored (in the same reference), since understanding reputation requires a
correct understanding of the notions of quality to enable the evaluation process. Un-
derstanding -and later measuring- Service Reputation requires distinguishing it from
other concepts. This distinction helps in differentiating what is being measured, which
is a critical factor in conguring Service Level Agreements (SLAs). This separation of
concepts helps also in evaluating quality processes along each phase of the service
life cycle, and among the different roles of service parties, e.g., service provider.

Following this line of work, I am working with the POSR [1] team in studying the
quality notions and processes to have the right information to build the RaaS and as-
sign Reputation Objects to services. In parallel, SLA is being investigated, since they
include performance measurement information needed in the evaluation process. For
allocating the right kind of information to be used in reputation evaluation, I am working
with a team in Frei University in Berlin, specialized in Complex Event Processing, to
allocate attention points. This is done by using their RuleResponder [8] project.

In the following section I start by introducing new definitions for quality notions and
service reputation along with the proposed model-driven approach to service reputa-
tion [2]. Section 3 illustrates our work in analyzing SLAs and introduces a new hybrid
approach for distributing trust in SLA choreography [6]. The work with Frei University
team [9] is introduced in Section 4. This is followed by the conclusion and next steps.

2 Model-driven approach to Service Reputation

This section elaborates on our study of the quality notions that was done to get the
right kind of information for the reputation evaluation process. The investigation re-
vealed several misconceptions and a diversity of terminologies usage. Moreover, it led
us to the fact that current approaches use limited sources to evaluate quality. There-
fore, we try to provide concrete denitions of Quality of Service (QoS), Quality of Results
(QoR), and Service Quality and to differentiate between them. Quality attributes asso-
ciated with these concepts vary from subjective to objective measures (depending on
the context in which the service used). The discussion in this section includes: the pro-
posed new meta-model, the combined sources for service’s quality assessment, and
the new definition of Service Reputation Object.

2.1 Quality notions in SOA

The requirements specified by the service consumer in the process of service selection
include both functional and non-functional features of the service. A critical require-
ment for service selection is quality, but assessing the quality of a certain service is
not straightforward. Gathering sufficient information for such assessment incorporates
determining what to ask for and from which source to get it. Using service description
provides information about functional features of the services, but this is not enough to
select a service.
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2 MODEL-DRIVEN APPROACH TO SERVICE REPUTATION

We propose an extensible meta-model that specifies the definitions, relations, and
differences between quality notions. In our approach, quality attributes of a specific ser-
vice are derived from the proposed meta-model by means of model-to-model transfor-
mation. A service call corresponds to a model-to-text transformation, where the values
of service quality attributes are specified. This is accomplished by using a combined
approach to collect the required information from different sources: users ratings, ser-
vice past interactions, user preferences and invocation analysis. Using these sources,
a Service Reputation Object is derived from the model for each service. The object
holds values of different quality attributes and represents a context-oriented reputa-
tion for a service. In the literature, reputation is considered as a quality attribute. In
our work, we view Service Reputation as an upper concept that encapsulates quality
notions not the other way around.

2.1.1 New Definitions

The terminologies associated with quality and reputation concepts lack unied denitions
in the literature, e.g.,QoS is sometimes confused with QoR, and there is no concrete
denition for the notion of Service Quality (SQ), yet. Our definitions are:

Quality of Results describes the extend of how the outputs of a service met or ex-
ceeded the service consumer’s expectations (degree of satisfaction), in terms of
results’ soundness, completeness, and correctness.

Service Quality describes the extend of how the service has been invoked in a con-
venient manner (from the service consumer’s point of view).

Quality of Service describes the general features that are used to evaluate service
efficiency in its context.

Reputation describes the notion of “profiling” an entity to evaluate the expectation of
its performance in several contexts.

2.1.2 Quality Attributes

The above denitions classify the attributes into three categories: general attributes (ap-
plicable to any service), domain based attributes (applicable to a specic domain only),
and service specic attributes (applicable to a single service only). Some approaches
categorize quality attributes as strict separation of general attributes, such as price and
delivery time, and domain based attributes (also called business related attributes),
such as how many days left for the flight in a travel service website. Others categorize
them as user-centeric (where quality attributes stem from user needs and preferences
only) and non-user-centric attributes. In our approach we describe the nature of the
attributes as dynamic (general or domain-based according to the context), subjective
(affected by several evaluation sources like user preferences, history, invocation analy-
sis), and service specific (applicable to a single service only)

In the quantification phase of service’s quality profiling, each attribute should be
defined in terms of: domain, value, measuring method, weight relative to domain,
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potential gain of rating , and temporal characteristic (decaying or increasing). Sev-
eral attributes are used in the study of quality of service and information quality, such
as: completeness, reliability, accuracy, accessibility, consistency, timeliness, availabil-
ity, relevancy, efficiency, usability, security, and trust.

2.2 A meta model to Service Reputation

A system model abstracts system’s specifications from any specific implementation
platform; which is referred to as Platform-Independent Model (PIM). Adjusting the ab-
stract model (PIM) to the chosen implementation platform to get a Platform-Specific
Model (PSM) is achieved through a set of model-to-model transformations. Finally,
software artifacts, e.g., code, reports, are generated from the PSM by means of model-
to-text transformations. Our model describes different quality attributes independently
of any environment or preference settings. This corresponds to the PIM in Software En-
gineering. To derive a more concrete service quality model which describes a specific
service in certain environments and settings and conforming to specific user prefer-
ences, we apply model-to-model transformation techniques. The result is a model that
corresponds to a PSM in Software Engineering. In the PSM of service quality, service’s
specific domain attributes are considered and dynamically categorized according to the
PIM. Eventually, we apply model-to-text transformation techniques to the PIM to get the
software artifacts for the considered service. In our approach, the resulting software
artifacts are concrete values for the service quality attributes of the considered service.
Our proposed meta-model to the quality notions associated with a service is depicted

Figure 1: A Meta-model for quality notions in SOC

in Figure 1. In this model, we present a classification of quality attributes in three dif-
ferent abstract categories, which are QoS, SQ, and QoR. Moreover, we emphasize the
generalization-specification relationship between QoS from one side, and SQ and QoR
from the other side. This classification is based on the quality attributes used to assess
a service call. General quality attributes fall under the QoS category, domain based
quality attributes fall under the QoR category, and service-specific quality attributes un-
der the SQ category. Extensibility is one of the main features of our proposed model.
Quality attributes are not limited to a predefined set of attributes, but rather a service
consumer can adapt the model to his own definition of quality by adding more quality
attributes that are, in most cases, domain-specific and require domain experts.

The model has a dynamic feature, which is reflected in the dynamic categorization
of quality attributes (generic, domain based, and service specific). In one application,
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2 MODEL-DRIVEN APPROACH TO SERVICE REPUTATION

cost can be considered as a QoR attribute, but when it comes to cost vs. purpose, it
falls in the SQ category. Figure 2 depicts our approach through an example.

Figure 2: Model-to-model and model-to-text transformations

2.3 Discussion: From Quality Attributes to Service Reputation

In this section, we discuss specific aspects of our approach; namely: evaluation sources,
invocation analysis and Service Reputation Object. One of the uses of our work is to
enhance service selection by investigating its reputation. This is done by providing
enough information about several quality aspects of a service (profiling) to be able to
select the most appropriate service. Previous work in the field use only one or two of
the following evaluation sources:

1. feedback from users: ratings per service are aggregated as a reputation value.

2. service history: some or all of the service past interactions.

3. service provider’s reputation: service reputation is a direct inheritance from the
service provider’s reputation.

4. advertisement: the service provider advertise his services himself.

In our approach we combine several sources to get a full service profile, so that we
construct service reputation objects. Instead of using binary reports from service con-
sumers, we use a feedback report detailing the rating of each quality attributes involved
in the process in the light of service’s configurations and user’s preferences. Invocation
analysis is introduced as an automatic source of information to enrich the process of
deriving service quality.
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2.3.1 Service Reputation Object

Our approach led us to conclude a new reputation concept for a service. Giving a
service a reputation value is not a novel idea, some researchers already addressed
this idea, but most of them either collects binary reports from users and aggregate the
result in a single rating value or they use only the service provider’s reputation, which is
again a single value. Being a single value, reputation is usually thought of as a quality
attribute. In our work, we do not only consider reputation as an object, but we also
consider Service Reputation as an upper concept that encapsulates quality notions
not the other way around. Referring to reputation definition in Section 2.1.1, profiling
an entity describes recording its behavior and analyzing its characteristics in order to
predict or assess its ability in a certain sphere or to identify a certain pattern. These
characteristics are various quality attributes that are tested and calculated per service
call creating at the end a list of values that are used to construct a service profile.
Hence, we redefine service reputation as:

• Service Reputation: describes the notion of profiling a single service by collect-
ing its performance information using different quality attributes to construct the
service profile.

• Service Reputation Object : is an object that holds service reputation information,
and consists of a set of collective values calculated by functions that depend on
the nature of the corresponding quality attribute, aggregated from several service
calls.

A Service Reputation Object (SRO), which has detailed values of quality attributes, can
be visualized by addressing Figure 3. A single quality attribute semantic description is
formalized as: QAi ∈ {QA1,. . . ,QAn}, an algorithm used to calculate one or more qual-
ity attribute is Algk ∈ {Alg1,. . . ,Algy}, a single service call is SCj ∈ {SC1,. . . ,SCm}.
The functions used to calculate the quality value are not necessarily aggregation or
averaging. Moreover, it does not have to be the same function used to compute
the elements of the array, can be different for each attribute; according to its na-
ture, i.e., average, maximum, multiplication, etc. , where Fw ∈ {F 1,. . . ,F x}. The
final calculated value for a single attribute from all the service calls is CalcV aluei ∈
{CalcV alue1,. . . ,CalcV aluen}.

QA1 

QA2 

QA3 
. 
. 
. 

QAn 

Algorithm1 

Algorithm2 
Algorithm3 

. 

. 

. 

Algorithmy 

CalcValue1=F1(Value1) 
CalcValue2=F2(Value2) 
CalcValue3=F3(Value3) 

. 
CalcValuen=Fx(Valuen) 

SC1 
SC2 
SCm 

SRO= 

Figure 3: Constructing Service Reputation Object by analyzing quality notions
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3 DISTRIBUTED TRUST MANAGEMENT FOR VALIDATING SLA
CHOREOGRAPHIES

3 Distributed Trust Management for Validating SLA
Choreographies

For business workflow automation in a service-enriched environment services scat-
tered across heterogeneous Virtual Organisations (VOs) can be aggregated in a pro-
ducer -consumer manner, building hierarchical structures of added value. To preserve
the supply chain, the Service Level Agreements (SLAs) corresponding to the underly-
ing choreography of services should also be incrementally aggregated. This cross-VO
hierarchical SLA aggregation requires validation, for which a distributed trust system
becomes a prerequisite.

This section elaborates on the proposed hybrid approach of using reputation sys-
tems and PKIs to distribute trust in SOA, and to identify violation-prone services at
service selection stage. It also actively contributes in breach management at the time
of penalty enforcement. This work is part of the phase which aims to use SLAs to
get quality information that leads later to constructing the reputation service. The hy-
brid distributed trust system enable previously introduced rule-based runtime validation
framework for hierarchical SLA aggregations. The discussion includes: the justification
and significance of a hybrid trust model for the validation of hierarchical SLA aggrega-
tions, and the conceptual elements of our hybrid PKI and reputation based trust model.

3.1 A Framework for Validation of Hierarchical SLA Aggregations

A Service Level Agreement (SLA) is a formally negotiated contract between a service
provider and a service consumer to ensure the expected level of a service. In a service
enriched environment such as Grid, cooperating workflows may result into a service
choreography spun across several Virtual Organisations and involving many business
partners. Service Level Agreements are made between services at various points of
the service choreography. Service choreography is usually distributed across several
Virtual Organizations and under various administrative domains. The complete ag-
gregation information of the SLAs below a certain level in the chain is known only by
the corresponding service provider and only a filtered part is exposed up towards the
immediate consumer. This is the reason why during the validation process, the com-
posed SLAs are required to be decomposed in an incremental manner down towards
the supply chain of services and get validated in their corresponding service providers’s
domain. A validation framework for the composed SLAs, therefore, faces many design
constraints and challenges: a trade-off between privacy and trust, distributed query
processing, and automation to name the most essential ones.

In our proposed model, the privacy concerns of the partners are ensured by the
SLA View model [7], whereas the requirements of trust and security can be addressed
through a reputation-based trust system built upon a distributed PKI (Public Key Infras-
tructure) based security system. Additionally, we use Rule Responder [8] to weave
the outer shell of the validation system by providing the required infrastructure for the
automation of role description of partners as well as steering and redirection of the dis-
tributed validation queries. Every service provider is limited only to its own view. The
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whole SLA Choreography is seen as an integration of several SLA Views.(details found
in [7]). SLA-views can be implemented by using Rule Responder architecture.

Rule Responder adopts the approach of multi agent systems. There are three kinds
of agents, namely: Organisational Agents (OA), Personal Agents (PA), and External
Agents (EA). An EA is an entity that invokes the system from outside. A virtual orga-
nization is represented by an OA, which is the main point of entry for communication
with the ”outer” world. A PA corresponds to the SLA View of a service provider. Each
individual agent is described by its syntactic resources of personal information, the
semantic descriptions that annotate the information resources with metadata and de-
scribe the meaning with precise business vocabularies (ontologies) and a pragmatic
behavioral decision layer to react autonomously. The flow of information is from exter-
nal to organizational to personal Agent.

During service choreography, services may form temporary composition with other
services, scattered across different VOs. The question of whose parent VO acts as the
root CA in this case is solved by including third party trust manager like the case for
dynamic ad hoc networks. In case of SLA violation, in addition to enforcing penalty, the
affected party is likely to keep a note of the violating service in order to avoid it in future.
Moreover, a fair business environment demands even more and the future consumers
of the failing service also have a right to know about its past performance. Reputation-
based trust systems are widely used to maintain the reputation of different business
players and to ensure this kind of knowledge. Our hybrid trust model based on PKI and
reputation- based trust systems to harvest advantages from both techniques. The main
points of the model are first, the PKI based trust model has a third party trust manager
that will act as a root CA and authenticate member VOs. These VOs are themselves
CAs as they can further authenticate their containing services. Second, Selection of
services at the the pre-SLA stage is done by using reputation to prevent SLA violation.
Services reputation are updated after each SLA validation. third, While the trust model
promises trust and security, the SLA views protect privacy.

3.2 Single Sign-On and Reputation Centers

In the proposed model, a third party acts as a root CA and authenticates member VOs.
These VOs are themselves CAs as they can further authenticate their containing ser-
vices. Each member is given a certificate. With Single Sign-On, the user does not
have to bother to sign in again and again in order to traverse along the chain of trusted
partners (VOs and services). This can be achieved by the Cross-CA Hierarchical Trust
Model where the root CA provides certificates to its subordinate CAs and these subor-
dinates can further issue certificates to other CAs (subordinates), services or users.

In our previous work [4], the Trust Reputation Center (TRC) acts as a trusted third
party. As depicted in figure 4, this reputation-based trust model has direct correspon-
dence with Rule Responder’s agents and their mutual communication. The PAs consult
OAs and OAs in return consult the TRC which is equivalent to the third party CA in PKI
based system.
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4 TOWARDS SEMANTIC EVENT-DRIVEN SYSTEMS

Third Party 

Root CA
TRC

CA-VO1 CA-VO2 CA-VO3 OA1 OA2 OA3

a1 b1 a2 b2 a3 b3

Figure 4: Correspondence bet.: PKI, reputation based systems, and Rule Responder
architecture

3.3 Proposed Trust Management Model

The processes involved in our model are:

• Validation of complete SLA aggregation: to do this the validation query is required
to traverse through all the SLA views lying across heterogeneous administrative
domains and get validated locally at each SLA view. The multi-agent architecture
of Rule Responder provides communication middle-ware to the distributed stake-
holders namely the client, the VOs, and various service providers.

• Use of reputation in the selection phase: reputation transfer is required at two
stages: at service selection stage and at penalty enforcement stage. In the pro-
cess of service selection, the reputation transfer helps to select the least violation-
prone services, taking into account proactive measures to avoid SLA violations.
Out of all the available services, the client first filters the best services complying
its ”happiness criteria”. Then the client compares the credentials from reputation
objects of the services. The reputation object is traced . Then the client can se-
lect the best service in accordance to its already devised criteria. We assume
that out of redundant services which fulfil client’s requirements, the service with
the highest reputation is selected.

• Use of PKI and reputation in breach management : this hybrid Trust is used in the
breach management after an occurrence of SLA violation. [7]

Refer to [6] to find more details on the use case scenario and about this paper.

4 Towards Semantic Event-Driven Systems

This section elaborates on the work of allocating the right kind of information to be
used in reputation evaluation, using Complex Event Processing (CEP) techniques and
semantic web technologies. The discussion in this section includes: description of a
new conceptual proposal for a semantic event-driven Internet, and contribution with
an architectural design artefact consisting of two essential levels of enhancements. A
common denominator is the use of Semantic Web technologies on each level, i.e.,
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for processing data (tied to events) and for semantically formalizing attention alloca-
tion points which are applied on the detected and predicted situation instances via a
semantic match making process (ontology and rule-based constraint inference logic).
Here, we introduce our work-in-progress on semantic, proactive, quality assured, event-
driven information processing approach towards the vision of a semantic event-driven
systems, which comprises tow levels of proposed enhancements:

1. Semantic Complex Event Processing (SCEP), which is the combination of CEP
and and Semantic Web technologies, to achieve better machine understandability
of (event) data and highly automated real-time processing of large and heteroge-
nous event sources

2. Semantic quality, trust and reputation assessment of the produced information to
support precise information dissemination and focused user attention allocation

we are currently working on grounded integration of the two layers and on the im-
plementation and evaluation of the approach with industrial relevant use cases.

4.1 Semantic Complex Event Processing

Real-world occurrences can be defined as events that are happening over space and
time. An event instance is an concrete semantic object containing data describing
the event. An event pattern is a template that matches certain sets of events. One
of the critical success factors of event-driven systems is the capability of detecting
complex events from simple event notifications. The promises of the combination of
event processing and semantic technologies, such as rules and ontologies, which leads
to semantic event processing (SCEP), are that the event processing rule engines can
understand what is happening in terms of events and (process) states and that they
will know what reactions and processes they can invoke and what events it can signal.

Semantic (meta) models of events can improve the quality of event processing by
using event metadata in combination with ontologies and rules (knowledge bases).
Event knowledge bases can represent complex event data models which link to existing
semantic domain knowledge such as domain vocabularies / ontologies and existing
domain data. Semantic inference is used to infer relations between events such as e.g.
transitivity or equality between event types and their properties. Temporal and spatial
reasoning on events can be done based on their data properties, e.g. a time ontology
describing temporal quantities.

In our semantic event model an event instance is a set of RDF triples and an event
pattern is a graph pattern. More complex events are formed by combining smaller
patterns in various ways. A complex conjunctive event filter is a complex graph pattern
of the RDF graph. A map of the attribute/value pairs to a set of RDF triples (RDF
graph) can be used as event instance. The interesting part of this event data model is
the linking of the existing knowledge (non-event concepts) to the event instances, for
example the name of the stock which the event is about is not identified by a simply
string name, but by an URI which links to the semantic knowledge about the stock. This
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Figure 5: Architecture of Semantic Complex Event Processor

knowledge can be used later for the processing of events, e.g. in the condition part of
a Event-Condition-Action (ECA) reaction rule.

Figure 5 shows our architectural vision for semantic complex event processing. It
combines a knowledge base which includes ontologies and rules, and an incoming
event stream which comes from event producers, e.g. sensors or event adapters. The
system has to combine static and real-time knowledge references and generate new
knowledge. Having such a semantic event pattern/filter makes it possible to detect
complex event which is derived from the already happened events in combination with
the knowledge of the processing system. In the first step the raw-level events are
classified and mapped to a secondary level of events. The sequence and syntactic
checks are also processed in this step. Next step, the SCEP engine processes the
events more expressively based on their semantic relationships to other events and
other none-event concepts existing in the knowledge-base. The knowledge-based can
be seen as TBox (assertions on concepts) and the event object stream as ABox (as-
sertions on individuals)

4.2 Proposed Approach through Stock Market Use Case

Semantic event-driven systems can have different use cases in different fileds such as
e-health, business activity monitoring, fraud detection, logistics and cargo, etc . In this
example, a broker-agent in the financial stock market (who studies price movements,
and patterns), has to take the decision whether to buy Company XY stocks for his cus-
tomers. Several factors contribute to his decision: recent trends seen in the market
movements, events detected in the company itself, and the reputation of the sources
from which the broker gets his intelligence. We assume that the broker has information
from two sources: source 1 has high reputation in the real-estate market movements
while source 2 has high reputation in commodity stocks. Attention to these two par-
ticular markets can form the final decision. Next step is to formalize this info into a
correspondent complex event. During this process, a new intel appears: the elimina-
tion of several agricultural lands to be converted into construction areas due to change
of political administration in the city. This new intel is entered as a new event in the
process, with the source reputation and his area of expertise. Then, the trend mining
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engine process information about trends in the political section to get the possibility of
another change in the administration.

5 Conclusion and Future work

Correct understanding and later modeling of reputation concept helps to: enhance the
e-market dynamics to reflect real-life cognitive models of interactions, connect reputa-
tion models to other elements in the architecture (eg.agent memory), base the decision
making process on correct and context-related parameters, and construct SLAs in e-
contracts that are: context related, customized, and realistic. I will continue working
on the three previously mentioned parts of my vision in parallel by cooperating with
different teams.
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Software engineers constantly deal with problems of designing, analyzing, and
improving process specifications, e.g., source code, service compositions, or process
models. Process specifications are abstractions of behavior observed or intended to
be implemented in reality which result from creative engineering practice. Usually,
process specifications are formalized as directed graphs, where edges capture temporal
relations between decisions, synchronization points, and work activities. Every process
specification is a compromise between two points: On the one hand engineers strive to
operate with less modeling constructs which conceal irrelevant details, while on the other
hand the details are required to achieve the desired level of customization for envisioned
process scenarios. In our research, we approach the problem of varying abstraction
levels of process specifications. Formally, developed abstraction mechanisms exploit
the structure of a process specification and allow the generalization of low-level details
into concepts of a higher abstraction level. The reverse procedure can be addressed as
process specialization.

Keywords: Process abstraction, process structure, process modeling

1 Introduction

Process specifications represent exponential amounts of process execution scenarios
with linear numbers of modeling constructs, e.g., service compositions and business
process models. Nevertheless, real world process specifications cannot be grasped
quickly by software engineers due to their size and sophisticated structures making
a demand for techniques to deal with the complexity. The research topic of process
abstraction emerged from a joint research project with a health insurance company.
Operational processes of the company are captured in about 4 000 EPCs. The company
faced the problem of information overload in the process specifications when employing
the models in use cases other than process execution, e.g., process analysis by man-
agement. To reduce the modeling effort, the company requested to develop automated
mechanisms to derive abstract, i.e., simplified, process specifications from the existing
ones. The research results derived during the project are summarized in [6].

Abstraction is the result of the generalization or elimination of properties in an entity
or a phenomenon in order to reduce it to a set of essential characteristics. Information
loss is the fundamental property of abstraction and is its intended outcome. When
working with process specifications, engineers operate with abstractions of real world
concepts. In our research, we develop mechanisms to perform abstractions of formal
process specifications. The challenge lies in identifying what the units of process
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Figure 1: Process abstraction (BPMN notation)

logic suitable for abstraction are and then afterwards performing the abstraction. Once
abstraction artifacts are identified, they can be eliminated or replaced by concepts of
higher abstraction levels which conceal, but also represent, abstracted detailed process
behavior. Finally, individual abstractions must be controlled in order to achieve an
abstraction goal—a process specification that suits the needs of a use case.

Figure 1 shows an example of two process specifications (given as BPMN process
models) which are in the abstraction relation. The model at the top of the figure is the
abstract version of the model at the bottom. Abstract tasks are highlighted with a grey
background; the corresponding concealed fragments are enclosed within the regions
with a dashed borderline. The fragments have structures that result in an abstract
process which captures the core process behavior of the detailed one. The abstract
process has dedicated routing and work activity modeling constructs and conceals
detailed behavior descriptions, i.e., each abstracted fragment is composed of several
work activities. The research challenge lies in proposing mechanisms which allow
examining every process fragment prior to performing abstraction and suggesting
mechanisms which coordinate individual abstractions, i.e., assign higher priority to
abstracting certain fragments rather than the others.

The rest of the paper is organized as follows: The next section presents the
connectivity-based framework designed to approach the discovery of process frag-
ments suitable for abstraction. Sect. 3 discusses issues relevant to the control of
process abstraction. Sect. 4 discusses a technique which aids validation of process
correctness and is found on ideas from Sect. 2. The paper closes with conclusions
which summarize our findings and ideas on next research steps.

2 Discovery of Process Fragments

A necessary part of a solution for process abstraction are the mechanisms for the
discovery of process fragments, i.e., parts of process logic suitable for abstraction. The
chances of making a correct decision on which part of a process specification to abstract
from can only be maximized if all the potential candidates for conducting an abstraction
are considered. To achieve this completeness, we employ the connectivity property of

2-2 Fall 2009 Workshop
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process graphs—directed graphs used to capture process specifications.
Connectivity is a property of a graph. A graph is k-connected if there exists no set of

k−1 elements, each a vertex or an edge, whose removal makes the graph disconnected,
i.e., there is no path between some pair of elements in a graph. Such a set is called
a separating (k − 1)-set. 1-, 2-, and 3-connected graphs are referred to as connected,
biconnected, and triconnected, respectively. Each separating set of a process graph can
be addressed as a set of boundary elements of a process fragment, where a boundary
element is incident with elements inside and outside the fragment and connects the
fragment to the main flow of the process. Let m be a parameter, the discovery of all
separating m-sets (graph decomposition) of the process graph leads to the discovery of
all process fragments with m boundary elements—potential abstraction candidates.

In general, one can speak about (n, e)-connectivity of process graphs. A graph is
(n, e)-connected if there exists no set of n nodes and there exists no set of e edges,
whose removal makes the graph disconnected. Observe, an (n, e)-connected graph is
(n+e+1)-connected. A lot of research was carried out by the compiler theory community
to gain value from the triconnected decomposition of process specifications, i.e., the dis-
covery of triconnected fragments in process graphs. The decompositions which proved
useful were (2, 0)-decomposition, or the tree of the triconnected components, cf., [9], and
(0, 2)-decomposition, cf., [2]. Triconnected process graph fragments form hierarchies
of single-entry-single-exit (SESE) fragments and are used for process analysis, pro-
cess comparison, process comprehension, etc. For these decompositions, linear-time
complexity algorithms exist [1, 3]. Recently, these techniques were introduced to the
business process management community [10,11]. We employed triconnected process
graph fragments to propose mechanisms of process abstraction [7,8]; we discover and
generalize the triconnected process fragments to tasks of a higher abstraction level.
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Figure 2: Process graph, its SESE fragments

Figure 2 shows an example of a process graph. Routing decisions and syn-
chronization points can be distinguished by the degree of the corresponding ver-
tex, i.e., the number of incident edges, and orientation of the incident edges,
i.e., incoming or outgoing. Process starts (ends) have no incoming (outgoing)
edges. Moreover, Figure 2 visualizes the triconnected fragments of the graph (SESE
fragments). Each triconnected fragment is enclosed in the region and is formed by
edges inside or intersecting the region. Fragments enclosed by regions with dotted bor-
derlines can be discovered after performing (0, 2)-decomposition of the process graph,

Fall 2009 Workshop 2-3



Abstraction of Process Specifications

B

F

Q

G

SA

D

C

KO

R T

HIM

JN

ELP

(a)

B

F

G

SA

D

C

JNK

OQR
T

HIM

ELP

(b)

Figure 3: (a) Abstract process graph, (b) (3, 0)-connected fragment abstraction

whereas regions with dashed borderlines define fragments additionally discovered by
(2, 0)-decomposition. Observe that trivial fragments composed of a single vertex of the
process graph are not visualized.

The abstract process graph, obtained from the graph shown in Figure 2, is given
in Figure 3(a). The abstraction is performed following the principles from [8], i.e., by
aggregating the triconnected fragments into concepts of a higher abstraction level. The
graph from Figure 3(a) has a single separating pair B, S. Next abstractions of the
triconnected fragments of the graph will result in aggregation of either the unstructured
fragment composed of nodes {C, ..., R} \ {E,L, P}, or the fragment with entry node B
and exit node S.

(0,0)

(1,0) (0,1)

(2,0)
(1,1)

(0,2)

(3,0) (0,3)

(2,1) (1,2)

... ... ...

Figure 4: Connectivity-based
process graph decomposition
framework

In order to increase the granularity of process frag-
ments that are used to perform abstractions in [10,11],
one can start looking for multiple-entries-multiple-exits
(MEME) fragments within the triconnected fragments.
Figure 4 visualizes a connectivity-based process graph
decomposition framework, i.e., the scheme for process
fragment discovery. In the figure, each dot represents
a connectivity property of the process graph (process
fragment) subject to decomposition, e.g., (0, 0) means
that the graph is connected if no nodes and no edges
are removed. Edges in the figure hint at which decom-
position can be performed for a graph with a certain
connectivity level. For instance, one can decompose a
(0, 0)-connected graph by looking for single nodes or edges which make it disconnected.
Similarly, the triconnected graphs can be decomposed into (3, 0)-, (2, 1)-, (1, 2)-, or
(0, 3)-connected fragments. In general, an (n, e)-connected process graph (process
fragment) can be (n + 1, e)- or (n, e + 1)-decomposed. Observe that in this way highly
connected process fragments get gradually decomposed.

An (n, e)-decomposition (n + e > 3) allows to decompose unstructured process
graphs into MEME fragments with n+ e entries and exits. A process graph in Figure 3(b)
is obtained by abstracting a (3, 0)-connected fragment defined by a separating set
{F, G, S} (F and G are the entries and S the exit of the fragment, highlighted with grey
background). For reasonable n+ e combinations, it is possible to perform decomposition
in low polynomial-time complexity. For example, the (3, 0)-decomposition of a (2, 0)-
connected graph can be accomplished by removing a vertex from the graph and then
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running the triconnected decomposition [1]. Each discovered separation pair together
with the removed vertex form a separating triple of a 4-connected fragment. The
procedure should be repeated for each vertex of the original graph. Hence, a square-
time complexity decomposition procedure is obtained. Following the described rationale,
one can accomplish (k, 0)-decomposition in O(nk−1) time.

By following the principles of the connectivity-based decomposition framework, we
not only discover process fragments used to perform process abstraction, but also
learn their structural characteristics. Structural information is useful at other stages of
abstraction, e.g., when introducing control over abstraction. Initial work on classifying
and checking the correctness of process specifications based on discovered process
fragments was accomplished in [4].

3 Abstraction Control

The task of adjusting the abstraction level of process specifications requires intensive
intellectual work and in most cases can only be accomplished by process analysts
manually. However, for certain use cases it is possible to derive automated or to support
semi-automated abstraction control mechanisms. The task of abstraction control lies
in telling significant process elements from insignificant ones and to abstract the latter.
In [6], work activities are classified as insignificant if they are rarely observed during
process execution. We were able to establish the abstraction control as investigated
processes were annotated with information on the average time required to execute work
activities. Process fragments which contain insignificant work activities get abstracted.
Hence, we actually deal with the significance of fragments which represent detailed
work specifications.

Significant and insignificant process fragments can be distinguished once a technique
for fragment comparison is in place, i.e., a partial order relation is defined for the process
fragments. The average time required to execute work activities in the process provides
an opportunity to derive a partial order relation, i.e., fragments which require less
time are considered insignificant. Other examples of criteria and the corresponding
abstraction use cases are discussed in [5].

Once an abstraction criterion, e.g., the average execution time of work activities, is
accepted for abstraction, one can identify a minimal and a maximal value of the criterion
for a given process specification. In our example, the minimal value corresponds to the
most rarely observed work activity of the process and the maximal value corresponds to
the average execution time of the whole process. By specifying a criterion value from the
interval, one identifies insignificant process fragments—those that contain work activities
for which the criterion value is lower than the specified value. Afterwards, insignificant
fragments get abstracted. In [5], we proposed an abstraction slider as a mechanism to
control abstraction. An abstraction slider is an object that can be described by a slider
interval defined by a minimal and a maximal allowed value for an abstraction criterion
value, has a state—a value which defines the desired abstraction level of a process
specification, and exposes behavior—an operation which changes its state.
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4 Correctness of Process Specifications

Process specifications define allowed process execution scenarios. As a result of
creative modeling practices, models can contain errors, e.g., have scenarios with
improper termination or contain activities that can never become enabled and, hence,
executed. The basic correctness criterion for process specifications, originally defined
for WF-nets, is behavioral soundness. In a sound process, for each activity from a
specification there exists an execution scenario (a process instance) which contains
this activity. Moreover, one can uniquely recognize the events of starting and finalizing
a process instance. SESE fragments have proven useful when decomposing the task
of analyzing behavioral correctness of process specifications. For instance, if a SESE
fragment of a process specification was shown to be sound, in the context of overall
model correctness it can be addressed as a single edge passing control flow from its
entry to its exit [4,10].
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Figure 5: (2, 0)-decomposition of the process specification (BPMN notation)

The connectivity property of process graphs, in particular (2, 0)- and (0, 2)-
decompositions of process specifications, are extensively studied in literature for the
purpose of SESE fragments discovery [2,7,9,11]. However, these techniques cannot
be applied to an arbitrary structural class of process specifications in a straight-forward
manner. Figure 5 shows the (2, 0)-decomposition of a process specification. Observe
that not all (2, 0)-fragments form SESE fragments, the ones enclosed into the regions
with a dashed borderline do not have a dedicated entry and/or exit nodes, whereas
fragments enclosed in the regions with a dotted borderline are SESE fragments. The
primary reason for this is that the process specification contains “mixed” gateways, i.e.,
control flow routing nodes with multiple incoming and multiple outgoing edges. Despite
the fact that the process from Figure 5 appears to be block structured it can expose
complex execution scenarios with control flow entering and leaving structured block
patterns through both gateways which mark the block. In [4], we show that such complex
behavior can be localized by examining structural patterns in “hidden” unstructured
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regions of control flow. As an outcome, the correctness of the behavior of process
specifications within these regions can be validated in linear time.
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Figure 6: The tree of the
triconnected components of
the process from Figure 5

Figure 6 provides an alternative view on (2, 0)-
decomposition of the process specification from Figure 5.
Here, each node represents a (2, 0)-fragment and edges
hint at containment relation of fragments. For instance,
fragment P1 is contained in fragment S1, and contains
fragments S2 and S3. Observe that one obtains a tree
structure and that fragment names hint at their structural
class, e.g., S for sequence, P for parallel block (struc-
turally, but not semantically), and L for loops, cf., [4].

In the process specification from Figure 5, fragments
S5, L1, L2, and P2 are non-SESE fragments, the corre-
sponding fragment nodes are highlighted with dark grey
background in Figure 6. Together with fragments that are
represented by adjacent nodes in Figure 6 the control flow region constitutes a SESE
fragment of hidden complex behavior with entry and exit nodes of fragment S2. The
region is highlighted with grey background in Figure 6.

In [4], we observe that process behavior within above descried regions is determined
by loop fragments, i.e., by fragments L1 and L2 in the running example. A (2, 0)-fragment
is a non-SESE fragment if and only if it has a boundary node that is a mixed gateway
which has at least one incoming and at least one outgoing edge both among internal
and external fragment edges. Moreover, a non-SESE fragment is either a loop fragment,
or it shares a boundary node with a loop fragment. In the class of free-choice process
specifications, the boundary nodes of a loop fragment cannot introduce concurrency to
the process instance of a sound process specification. Hence, the boundary nodes of
L1 and L2 fragments in process specification from Figure 5 must implement exclusive-
or semantics. Furthermore, as loops share boundary nodes with other non-SESE
fragments they imply behavioral constraints on all (2, 0)-fragments of the region. For
further information, cf., [4].

5 Conclusions

In our research we develop methods which allow the derivation of high abstraction level
process specifications from detailed ones. In order to discover fragments suitable for
abstraction, we employ structure of process specifications, which are usually formalized
as directed graphs. As an outcome, developed techniques can be generalized to any
process modeling notation which uses directed graphs as the underlying formalism.

It is a highly intellectual task to bring a process specification to a level of abstraction
that fulfills emergent engineering needs without a single perfect solution. By employing
the technique for the discovery of abstraction fragments, one can approach the problem
as a manual engineering effort. Besides, when it is sufficient to fulfill certain use
case, cf., [6], one can define the principles for the semi-automated or fully automated
composition of individual abstractions.
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As future steps aimed at strengthening the achieved results, we plan to validate the
applicability of the connectivity-based process graph decomposition framework for the
purpose of process abstraction with industry partners and to look for process abstraction
use cases for which automated control mechanisms can be proposed. Finally, studies
regarding the methodology of abstractions need to complement technical results.
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Information integration has been the typical approach to data-driven applications
in several domains, such as, enterprise applications. Applying information integration
techniques in SOA is not straightforward, because of the lack of adequate resources.
In this work, we propose a novel approach and platform to alleviate this problem and
investigate the benefits of information integration in SOA applications. This idea has
been partially incorporated in the PoSR project successfully [2].

1 Introduction

Service-Oriented Architecture (SOA) has changed the way in which IT serves business
needs. Major service providers tend to provide Web Service interfaces to their services
over the Web, e.g., Amazon, flickr, Yahoo!, eBay. This increasing number of Web
Services poses challenges and creates opportunities in both business and IT. Business
bodies need to utilize each possible opportunity to increase their profits and market
shares. Moreover, business bodies need flexible, adaptive and scalable solutions. SOA
has emerged as a solution for such challenging requirements.

Service Management has been a vital issue in SOA. This is handled by Service
Registry and Repository, which also plays the role of broker between a service provider
and a service consumer. However, managing Web Services and their associated infor-
mation is no longer an easy job that could be achieved using a traditional middleware
solution, such as a UDDI registry. This is due to the increasing complexity of services
and their associated information [11]. On the one hand, the types of service meta-
data are versatile, e.g., XML, BPEL, XSLT, WSRP, etc, and a single service could be
described in more than one type. On the other hand, Web Services usually lack ade-
quate formal descriptions.

This increasing complexity of service information influences service discovery and
selection in SOA applications, where a service consumer queries a service registry for
a required service that achieves a specific task. A service registry needs to consider as
many service description artifacts as possible to provide a precise result list to the ser-
vice consumer. When the service consumer, such as human, application, service, etc.,
receives a result list for its query, it would like to select the most suitable service from
the returned result list efficiently and effectively. Making the right choice is not straight-
forward because several factors should be considered, e.g., price, quality, reputation,
etc. Service description that is gathered from service providers and consumers is the
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main source to determine which service to select. We view this task as an information
integration task, as we explain in Section 3.

The remainder of this report is organized as follows. Section 2 introduces the re-
search context and gives further details about the research problem and challenges.
We explain our proposed approach in Section 3. Then, we highlight the significant re-
search works in this field in Section 4. After that, we summarize this report and show
our future steps in Section 5.

2 Research Context

In this section, we describe our research context. We start by introducing our research
problem, then outline major research challenges, in addition to our expected contribu-
tions.

2.1 Research Problem

The available tools and frameworks that help service providers deploy their systems as
Web Services and the popular Software-as-a-Service trend have helped increasing the
number of services provided in the form of Web Services. Nevertheless, this easiness
in service creation has complicated the problem of service reusability because those
services usually lack enough description artifacts that help service consumers select
the most appropriate service for their needs.

The complexity of SOA systems hinders employing SOA in several domains, in
particular in real-time applications. Ideally, a service consumer issues a service call to
a service provider, in order to invoke a specific service. The service provider returns the
result of that query to the service consumer. In real word scenarios, this is not usually
the case. A service might be no longer available, unavailable at the moment of its call,
or unable to serve this request. Reacting to this situation pushes complexity inside the
SOA application. In our approach, this complexity is hidden inside the service broker
component, as shown in Section 3.2.

SOA has been proposed to bridge the gap between business and IT environments.
But, SOA environments (both business and IT) are dynamic by nature. Typically, ser-
vices appear and disappear often. To respond to such a situation – while achieving
maximum business benefits – a service consumer needs to use a reliable service reg-
istry, use several service registries, or deploy a complex application, which reacts to
expected failures or exceptions. Unexpected failures or exceptions remain threats to
application’s sustainability and reliability.

In our research, we aim at enriching service descriptions, maximizing the benefits
of existing descriptions, and integrating all available resources to provide the highest
precision for service discovery and selection. Our research statement is summarized
in this question: How to enrich, integrate, and manage service descriptions efficiently
and what are the benefits of enriching service descriptions in SOA?
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2.2 Research Challenges

The key challenges that drive our research include:

Dynamic SOA and business environments: Business needs and conditions are al-
ways changing by nature. To respond to these changes, services and service
providers have to adapt by modifying their services or providing new services in
a time-effective manner.

Increasing complexity: This complexity of services is due to the increasing number
of tools, frameworks, domains, and business needs that support or require Web
Services. In most cases, this is reflected in the lack of adequate service descrip-
tion artifacts.

Heterogeneity: Different techniques and formats are used to describe and provide
services. Different parties in SOA environments may have different notions of the
same concept, e.g., reputation, business objects. Furthermore, different scales
could be used to describe the same notion, e.g., trust level.

Inadequate criteria for service discovery and selection: Full-text search is usually
used by service registries as a means of service lookup, but the quality of the
result list depends on the information used to lookup a service. Furthermore,
non-functional requirements of the services should be considered in the lookup
process to make service discovery more comprehensive.

The expected contributions of this work include:

• A set of techniques to enrich service descriptions.

• Model of service data quality.

• A novel approach to enhance service selection and discovery.

• Assessment methods of service discovery by service consumers.

• An integration environment for SOA applications.

• A smart service registry and repository, coined “Deposr”.

3 Our Approach: Non-traditional Information Integra-
tion

In our approach, there is a substantial difference between information integration in
SOA and traditional information integration. This difference leis in the heterogeneous
types of data, on which we apply our information integration techniques. For example,
WSDL files have structured and semi-structured data, whereas, a category (metadata)
is a simple label. On the other hand, service’s quality measures can be represented
as a complex matrix. Integrating all these versatile types of information requires more
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than traditional information integration techniques, as we explain in this section, where
we give more details about our proposed approach to information integration in SOA.
We start with an overview of the proposed environment and its expected features, then
we show further implementation details.

3.1 Deposr: An Information Integration Environment

Our SOA information integration system is coined “Deposr”. The three layers of Deposr
are depicted in Figure 1. The storage layer (Layer 1) manages all relevant information
about the services, such as services’ data, metadata, community annotations. Several
internal functions are required to acquire and manage this amount of data, such as val-
idate and update service data, integrate community annotations. This set of functions
is provided via Layer 2. On top of the storage and internal functions layers, Layer 3 pro-
vides several useful features for service consumers, such as service lookup, service
recommendation, service quality assessment. In the sequel, we explain these layers in
a bottom-top order.

The Storage Layer controls several classes and types of information about the ser-
vices that are managed by Deposr. Data class includes structural and semi-structural
data, such as WSDL and WADL files. This class is typically provided or acquired
from service providers. The second class, metadata, includes information about the
managed services, such as invocation frequency, information about service providers,
category. This class is derived from services’ data and their calls. Invocation metadata
is gathered by analyzing services invocations, which helps us get more information
about each service, its inputs and outputs, in which context it is being invoked, and in
conjunction with which other services it is being invoked. Additionally, users who would
like to help Deposr improve the quality of its features and assess the quality of ser-
vice discovery could also provide explicit feedback and annotations about the services
that they have used. This information falls in the community annotations class. Fur-
thermore, a consumer’s profile tracks service usage history where information about
previous services’ invocations by each consumer is tracked and gathered. This infor-
mation is helpful for the consumer and for other similar consumers. We can make use of
this history of invocations to rank the list of retrieved services according to consumer’s
preferences (tastes) that we derive from its previous service usage. Other similar con-
sumers – in terms of preferences and tastes – could also get more accurate results
based on the behavior of similar consumers, which is derived from usage history.

To manage, control, and integrate the different types of storage information, and to
provide the essential and value-added features of Deposr, several internal functions are
required. This set of internal functions represents the Internal Functions Layer, Layer
2 in Figure 1. Part of these internal functions control the different types of information in
the Storage Layer, such as validate and update service data, manage service informa-
tion and user interface and description. Other internal functions create or extract new
information about services from services invocations and community annotations. This
latter set of internal functions provides a set of techniques to enrich service descrip-
tions. Bringing all these classes of information require a service data quality assurance
internal function that performs required information quality techniques on the level of
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Figure 1: The Architecture of Deposr

the information in the Storage Layer.
Fundamental and value-added features of Deposr are made available via the API

Layer; Layer 3. Service lookup is a fundamental feature that enables service con-
sumers find services, which fulfill their needs. As we use enriched service descrip-
tions and employ new models to fulfill non-functional requirements, this enhances ser-
vice selection and discovery. Result aggregation has been a popular research trend:
search results from several systems are aggregated in one list, to obtain more accurate
and comprehensive results. For instance, Metacrawler (http://www.metacrawler.com)
submits user queries to several search engines, e.g. Google, Yahoo!, Windows Live
(Bing), and Ask, and aggregates the different individual result lists, it gets back from
those engines, into a single result list. This principle can also be adapted to data Web
Services, where the results of several similar services’ invocations are aggregated into
a single result list, e.g., news items. Nevertheless, the aggregation of several result lists
is not practically useful if the resulting aggregated list is simply too long. This limitation
is handled by adapting the principles of focused retrieval. The task of focused retrieval
is to specify the most relevant parts of each item in the result list and report them in-
stead of reporting the entire items to the user. By tracking consumers usage history,
we can apply a service recommendation feature, where service consumers get a list
of recommended services or services that were used by similar consumers. Deposr
allows service providers to add their services to the system manually. Additionally, we
employ crawling techniques and other heuristics that we have developed to automat-
ically gather Web Services on the Web. This set of features help service consumers
respond to the dynamic changes in SOA and business environments by keeping their
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(a) Traditional service registries (b) The role of Service Invocation Proxy

Figure 2: The traditional role of service registry and the extended role of the Service
Invocation Proxy

information up-to-date.
The unified service description, which we get from the different types of service

information, helps us provide and evaluate more quality attributes to provide an en-
hanced set of service quality assessment. Service discovery is usually based on func-
tional requirements, e.g., the operation of each service. Nevertheless, non-functional
requirements, e.g., reliability, accuracy, accessibility, consistency, timeliness, availabil-
ity, relevancy, efficiency, usability, security, trust, etc., are vital criteria, especially in
business. Several approaches have been proposed to handle this issue. Some ap-
proaches use information provided by the service provider to evaluate Quality of Ser-
vice (QoS) attributes for that specific service provider [6]. Other approaches make use
of service consumers’ ratings for the used services [7]. In our approach, we combine
both approaches and augment them with a third source of information to evaluate QoS
attributes for a service provider, a service, and a service consumer (e.g., reputation).
This source is the invocation metadata, which we derive from service invocation anal-
ysis.

3.2 Web Service Invocation Proxy

Traditionally, a Service Registry and Repository (see Figure 2 (a)) acts as a broker
between service consumer and service provider. The role of the service registry ends
when the suitable service is discovered by the service consumer. Afterwards, the ser-
vice consumer contacts the service provider to request achieving the required task.

In our research, we propose an extended architecture where a service invocation
proxy acts as a mediator between service consumers and service providers. This
extended architecture is depicted in Figure 2 (b). A service consumer queries the
service registry to find an appropriate service. After that, the service consumer sends
a request to the service invocation proxy to use the selected service. The service
invocation proxy issues a service call to the service provider to invoke the service and
sends the result back to the service consumer. If the service is no longer available, the
service invocation proxy notifies the service consumer with a list of alternative services.
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If the selected service is not available at the moment, or the issued service call takes
much time, then the service broker can suggest making another call to a similar service
transparently.

The proposed architecture has several advantages. It hides the complexity of SOA
applications by moving some complex tasks, e.g., fault tolerance, which would be
achieved by each SOA application separately, into the service broker. Moving such
tasks into the service broker enables it to achieve them more efficiently because it
can access more service calls and their associated invocation information. Another
advantage of this architecture would be caching. Suppose that hundreds of service
consumers issue separate service calls to a few weather forecast services. If the ser-
vice invocation proxy is deployed in this scenario, then the number of service calls will
be reduced by providing a cached copy of the service result from previous service calls.
This will reduce network traffic and load on services.

The storage layer of Deposr, as depicted in Figure 1, is served by the service reg-
istry component and the service invocation proxy. The data and metadata are managed
by the registry, whereas the invocation metadata, usage history, and community anno-
tations are managed by the service invocation proxy (Figure 2 (b)). Both components,
service registry and service invocation proxy, are the main source of data used to pro-
vide internal functions and API’s.

3.3 Invocation Analysis

Invocations are either automatic invocations or invocations done by service consumers.
For new services, automatic invocations would be necessary to generate information
about the new service, so that, for instance, quality measures of that particular service
can be carried out. Invocation analysis are achieved through Web Service Invocation
Proxy, as we described in Section 3.2. On the other hand, tracking users’ invocations
of services through the system can be a useful source of information. Each service call
is tracked and “sampled” to extract metadata about the invoked service.

Invocation analysis are especially beneficial for new services which have not yet
been evaluated by service consumers and lack enough information, which is necessary
to achieve a precise service discovery. Moreover, for services that have been already
used and evaluated by service consumers, our approach is still beneficial because
a combined source of information is used to measure service quality and enhance
the quality of service discovery. Additionally, invocation analysis helps alleviate the
increasing complexity in SOA by sampling so many service calls issued by several
service consumers in diverse domains by gathering more information that can be used
to understand these services better.

To illustrate the value of invocation analysis, we introduce a simple example to ser-
vice quality. Buying an item online includes two broad activities: ordering the item and
shipping the ordered item. Usually, different service providers are in charge of each
activity. In most cases, more than one service provider can achieve the same task.
See Figure 3. Two service providers (B and C) can ship the ordered item, but the buyer
decides which one to choose. Suppose that service provider (A) and service provider
(B) have a business partnership, which is reflected in handling the item from (A) to (B)
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Figure 3: A composite service for ordering and shipping an item online.

in less time, say in the same day. On the other hand, delivering the item from (A) to (C)
takes 2-3 days. Furthermore, suppose that both providers (B) and (C) take the same
time to deliver the item to the buyer, say 3 days. Shipping the item through (B) takes
around 3 days, whereas, shipping the same order via (C) takes 5-6 days. Following
the traditional SOA approach where the entire composite service is viewed as a single
service, the total time required to execute this service call will be 3 days, in the case of
(B) and 5-6 days in the case of (C). This gives (B) advantage over (C) with respect to
time, but this is not accurate, because both providers (B and C) need 3 days to deliver
the item.

Applying our approach gives different results. By analyzing each individual service
call, we can evaluate quality attributes for each service separately. Additionally, ana-
lyzing several service invocations issued by service consumers help us provide more
accurate quality measures for each service.

4 Related Work: Service Brokers

In this report, we only highlight most relevant projects and papers in this field. For a
detailed overview of related work, please, refer to [1].

Public UDDI Business Registries were shutdown, because they did not prevail in the
domain of public Web Services [9]. ebXML registries, e.g., FreebXML [4], were pro-
posed by OASIS (http://www.oasis-open.org) to handle this issue. Existing service
registries and repositories still have limitations, e.g., inadequate functions, support-
ing limited Web Service types, etc. IBM’s WebSphere Service Registry and Reposi-
tory does not support all service metadata, e.g., WSRP [5]. SUN’s Service Registry
and Repository is based on both ebXML and UDDI, but is limited to Web Services
only [10]. Centrasite is based on UDDI and limited to Web Services inside the organi-
zation only [3]. FreebXML is an open source registry, which is based on ebXML [4].
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The notion of proxies in SOA was introduced in [8] as an agent-oriented, integrated
component in service consumers to evaluate the reputation, and level of trustworthi-
ness of services and service providers, respectively.

5 Summary and Future Work

The increasing number of web services and the easiness of creating Web Services
from existing software applications have been increasing the complexity of SOA sys-
tems and making service discovery and selection, evaluating service quality, and pro-
viding fundamental and value-added features more and more challenging. The main
reason for these limitations is the lack of enough information and descriptions associ-
ated with these services. In addition to other reasons that help complicate the problem
further, such as the dynamic nature of SOA and business environments. In this report,
we introduced a new integration environment for SOA applications, where we integrate
different sources of information about services to provide the required features and
value-added features in SOA.

All parties involved in a SOA application are taken into consideration and infor-
mation from these parities is gathered. This information includes data from service
providers, e.g., WSDL, metadata which is stored in the registry, e.g., category, commu-
nity annotations and consumers feedback, invocation metadata, and usage history. All
these different types of information are then used to create a unified service description
for each service using non-traditional information integration techniques.

One important aspect in this context is privacy and information security. Therefore,
this architecture fits better for SOA applications inside the boundaries of a single or-
ganization. Further schemes for privacy and information security are part of our future
work.
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The original context-oriented programming approach does not provide dedicated
means for the representation of event-specific context-dependent behavior. In this re-
port, we motivate both the need for event-specific context-dependent behavior and
appropriate constructs provided with our JCop programming language extension in its
support. We present both a reimplementaion of an example discussed previously to
show the improvement achieved based on the application of our newly introduced lan-
guage constructs and a service-based application which we set up to evaluate JCop in
a distributed environment.

1 Introduction

With the increasing demand of personalization and mobility of applications, context
awareness gets a distinguishing feature for software systems. Context-aware appli-
cations consider context-information, which can be any information computationally
accessible, for individual computation. Depending on their context, actors regard a
software system from different perspectives. Actors can be objects of the system itself,
software developers, or end-users. More formally, a context is constituted by predicates
that evaluate its presence and a set of behavioral variations that reflect the context-
specific behavior. Context-specific behavior variations are often crosscutting concerns
whose implementation is scattered over a decomposition. Therefore, a major task for
context representation is the modularization of these crosscutting concerns. Besides
modularization, context-specific concerns require means for fine-grained expression of
their composition.

Context-oriented programming [5] (COP) is an approach to represent context-
specific concerns that focuses on dynamic composition of control flows. COP allows for
the definition of layers, cross-cutting modules that encapsulate behavioral variations.
Layers are composed at run-time to the system behavior that is required in a certain
context. In general, a context can appear at any point in an execution graph. Moreover,
at the same time, several clients can regard an object from within different contexts. For
these control-flow specific contexts, COP provides the with statement, a construct that
allows for the composition of layers for the dynamic extent of a specific computation.

In this paper, we report on our recent research on context-oriented programming.
We present JCop, a COP-based programming language with explicit support for event-
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specific context. Moreover, we discuss the development of context-aware service-
based systems and their implementation using COP.

Section 2 gives an overview of COP and ContextJ. Section 3 motivates the need for
explicit support of event-based context that is addressed by JCop, which is presented
in Section 4. Section 5 reports on another thread of our research, the adoption of COP
in service-based applications. A summary and next steps are provided by Section 6.

2 Context-oriented Programming for Java

Our research is based on the context-oriented programming approach. In the following,
we give an overview of COP and ContextJ [2–4], our earlier COP language extension
to Java.

2.1 Context-oriented Programming

Context-oriented programming [5] (COP) addresses the development of systems,
whose behavior varies depending on their context of use. In most cases, a behav-
ioral variation is not implemented by a single object; instead, it is distributed over a
team of collaborating objects. Such distributed functionality is denoted as crosscutting
concern [6]. The modularization and composition of crosscutting concerns requires
additional language abstractions beyond object-oriented programming. COP allows for
the convenient expression of behavioral variations that cut across a system’s domi-
nant decomposition. Context-dependent functionality is explicitly represented and can
be dynamically composed at run-time. Context that requires a composition of behav-
ioral variations can be everything that is computationally accessible [5], such as state,
control flow, or properties of the system’s environment.

Layers. Behavioral variations are implemented by layered methods that consists of
a base method definition and at least one partial method definition, which is defined
in a layer. A base method denotes the Java method definition that is executed when
no active layer provides a corresponding partial method. A partial method definition
implements the functionality of a behavioral variation that extends or overrides a base
method definition for the time the layer is active.

Dynamic composition. Layers can be composed at run-time. Invocations of layered
methods are first send to their active partial method definitions. During its execution,
a behavioral variation can proceed to a corresponding partial method in another active
layer or, if such method does not exist, to the base method definition. If more than
one active layer provides a partial definition for a layered method, the order of layer
activation defines the proceed chain, in which the layer activated last is accessed first.
Per default, layer activation is scoped per thread and to the dynamic extent of a block
of statements.
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2.2 ContextJ

The ContextJ1 [2–4] programming language is an extension to Java and features the
layers-in-class style [5]: each class affected by a layer L contains a declaration of L that
contains partial methods for its class. Thus, classes contain their own context-specific
variations.

A layer definition consists of an identifier and a list of method definitions. These
definitions specify either new methods that are visible in the scope of their layer, or
partial method definitions, whose signature must correspond to a base method in the
hierarchy of the enclosing class. During layer activation, invocations of this method are
dispatched to the definition provided by this layer.

The built-in pseudo method proceed can be used to explicitly invoke the next par-
tial method definition (or the base method). Both the return type and the expected
arguments of proceed conform to the method’s signature.

To control scoped layer activation, ContextJ provides the with block statement that
can be used in method bodies. It consists of list of expressions of the built-in type
contextj.lang.Layer. The without block construct, as counterpart to with, is used
for explicitly disabling layer execution for a certain control flow.

3 Event-based Context-specific Behavior

In this section, we present a case study in which we first apply ContextJ, our earlier
COP language, and discuss its strength and weaknesses in the domain of event-based
systems. In Section 4 we will revisit this example using our new language abstractions
provided by JCop.

3.1 Motivation

Besides control-flow specific contexts, which is addressed by COP’s with statement,
event-specific context can influence a system’s behavior. We observe two key prop-
erties that distinguish event- and control-flow specific context: First, context enter and
exit is control-flow independent. For instance, a mobile phone could change its behav-
ior, i.e, changing display brightness and disconnecting network connections, when its
battery power decreases 10% and as long as the power stays lower than 20%. For
this period of time, any computation of the cell phone should use the respective lay-
ers. Second, events can constitute a new context asynchronously. Such asynchronous
context changes that cause immediate system adaption may lead to inconsistent com-
putations.

With the abstractions of state-of-the-art COP languages, event-specific context can-
not be represented without scattering layer composition statements over the program.
Furthermore, for event-specific layer activation we need a save mechanism that does
not lead to inconsistent state.

1ContextJ is available for download at http://www.hpi.uni-potsdam.de/swa/cop
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1 import layer RTFWidgets;

2 import layer CodeWidgets;

3

4 public class CJEditWindow

5 extends QMainWindow {

6 ...

7 layer RTFWidgets {

8 private QMenu formatMenu;

9 private FormatToolBar formatToolBar;

10

11 after private void showMenus () {

12 ...

13 }

14 after private void showToolBars () {

15 ...

16 }

17 after private void hideWidgets () {

18 ...

19 }

20 after private void showWidgets () {

21 ...

22 }

23 }

24 }

1 public class CJEditWindow

2 extends QMainWindow {

3 ...

4 void onCursorPositionChanged () {

5 with (getLayersOfPreviousBlock ()) {

6 hideWidgets ();

7 }

8 with (getLayersOfCurrentBlock ()) {

9 showWidgets ();

10 }}

11 void onPrint () {

12 with (getLayersOfPreviousBlock ()) {

13 ...

14 }}

15 void onSave () {

16 with (getLayersOfPreviousBlock ()) {

17 ...

18 }}

19 void onFileNew () {

20 with (getLayersOfPreviousBlock ()) {

21 ...

22 }}

23 }

Figure 1: left: Layered specification of task-dependent GUI Widgets. right: Layer
compositions within event handlers.

3.2 Case-Study: CJEdit

In a case study, we develop an event-based context-dependent GUI application using
ContextJ. CJEdit is a programming environment that supports rich text comments within
ContextJ programs.

3.2.1 CJEdit

The CJEdit editor is equipped with syntax highlighting, an outline view, and a compi-
lation/execution toolbar. In addition, it allows to format ContextJ compilation units with
rich text comments. For this task, the editor provides rich text formatting features, such
as font family, size, style, and color modifications. Through the combination of rich text
and source code, CJEdit documents are single-source, executable representations of
code and documentation. Both activities require different functionality, therefore our
application supports focusing on the actual task at hand by offering only relevant tools,
menus, and widgets. A context switch between text editing and programming features
is either directly triggered by the user, or on text cursor change: While writing new text,
the user can enter the programming mode by pushing a toolbar button. Whenever the
text cursor is moved through the document from text to code and vice versa, the GUI
elements are changed accordingly.
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3.2.2 Implementation

CJEdit is implemented using ContextJ and the Qt Jambi GUI Framework. The editor
consists of approximately 1400 lines of code, where most parts are written with plain
Java constructs and the help of the Qt GUI Designer. The overlay of task-specific user
interfaces and behavior is implemented in ContextJ. The system contains layers that
encapsulate rich text and programming widgets such as toolbars and their correspond-
ing behavior.

Figure 1 (left) shows the implementation of a layer that encapsulates widgets for
the rich text edit-specific user interfaces. It provides partial methods that are executed
after the execution of their base methods. On a task switch, the system hides specific
GUI elements by calling hideWidgets and invokes the showWidgets, showMenus, and
showToolBars methods. Thus, the layers extend hideWidgets with a partial method
that removes the layer-specific widgets.

The editor’s underlying document tree represents each text line as a text block node.
Each block holds a list of layers that should be activated when it is focused. By default,
blocks refer to the layers responsible for rich text behavior. If the user switches to the
programming activity (by pressing the ’code environment’ button in the toolbar), the
following text blocks are linked with programming environment-specific layers.

Layers are recomposed whenever the type of the focused block changes from rich
text to code block, and vice versa. This change is explicitly activated by entering or
leaving the programming activity (by pressing the code button) or on moving the text
cursor between blocks of different types.

For the dynamic extent of the recomposition, the layer list of the current block is
activated. The composition is triggered by the onCursorPositionChanged event, as
depicted in Figure 1 (right). First, hideWidgets is invoked in the context of layers of
the previous block to remove their specific widgets. The GUI elements are then recom-
posed with the layer composition of the current block.

3.3 Lessons Learned

The two main behavioral variations implemented in our example, namely rich text edit-
ing and program development have been implemented using layers. The layers contain
partial method definitions that implement the variations of the default behavior of cer-
tain methods. The user-based behavioral switch can be mapped directly to dynamic
layer composition.

Besides these benefits, we had to consider some characteristics of GUI-based pro-
gramming that led to additional challenges for the ContextJ-based implementation. The
two most important findings are explained in the following.

First, user interaction with GUI behavior is less control flow-centric but rather event-
driven. This complicates dynamic extent-based layer composition as proposed origi-
nally by COP. On user interaction – such as printing the document, writing new text,
or moving the text cursor through the document – the layers of the current block must
be activated in their respective control flows. In the source code, this issue is man-
ifested as repeated with statements in the event callback methods, which itself is a
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crosscutting concern. Another issue is the intrinsic difference between declarative GUI
specifications and dynamic behavioral variations. The exclusive specification of layer-
specific widgets is not sufficient, we also need auxiliary methods such as showWidgets

and hideWidgets, and explicitly trigger their execution after layer activation. In an more
declarative solution, we would only need to specify the GUI variations and add them to
the internal structure. With the activation of a layer, the layered state of this structure
would be activated, too.

Based on these findings, we developed a programming language that is capable of
the original COP features and additional abstractions for event-based context.

4 Event-based Context Representation with JCop

Based on the experiences discussed in the previous section, we present the JCop lan-
guage that extends ContextJ with new composition mechanisms for a more declarative
expression of event-specific context activation. In the following, we revisit our CJEdit
application using the JCop’s new language constructs.

4.1 Modularization

Layers can either be defined within the classes for which they provide behavioral vari-
ations (layer-in-class), or in a dedicated top-level layer similar to an aspect (layer-in-
class) [1, 5]. Besides the structural differences of the two declaration styles, layer-
in-class can access and extend the host object’s internal state and methods, while
class-in-layer are restricted to public interfaces. Developers can decide per situation if
they prefer to define a layer within it’s host object, allowing private member access, or
to declare all partial definitions of a layer as one layer module to reduce scattering.

Besides partial methods known from ContextJ, partial fields override the state of
their base definition and persist these state over layer deactivations. In additions, layers
can contain auxiliary methods and fields that are only visible within the scope of their
layer.

4.2 Declarative Layer Composition

JCop adopts control-flow specific layer activation from ContextJ. As we identified in our
case-study, some layer activations have multiple entry points, requiring repetition of
identical with statements. To avoid this cross-cutting concern, JCop supports declar-
ative with statements. Using a pointcut-like construct adopted from aspect-oriented
programming, a layer composition can be bound to multiple (join-)points. The following
listing depicts the use of declarative with statements in CJEdit.

1 on(* *. onPrint (..)) ||

2 on(* *. onSave (..)) ||

3 on(* *. onFileNew (..)) {

4 with(getLayersOfCurrentBlock ());

5 }
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The statement declares that the dynamic extent of the executions onPrint,
onSave, and onFileNew is executed with the layer composition returned by
getLayersOfCurrentBlock().

4.3 First-class Event-based Context

Using declarative with statements solves the issue of scattered with statements, but
although we have reduced code repetition, we still need to handle the context change
event within the business logic of our text editor. For instance, the editor provides meth-
ods to access the layers of the current and previous text node, which need to be stored
by the application. For a better separation of concerns and an even more declarative
description of context change, JCop provides event-based layer composition which is
based on declarative layer composition. The next listing presents two declarative with
statements using when to express the event that triggers context activation.

1 ( on(* *. onPrint (..)) || on(* *. onSave (..)) || on(* *. onFileNew (..)) ) &&

2 when(TextEditor.getInstance (). getBlock () == BlockType.Programming) {

3 with(CodeWidgetes , SyntaxHighlighting , Outline );

4 }

5

6 ( on(* *. onPrint (..)) || on(* *. onSave (..)) || on(* *. onFileNew (..)) ) &&

7 when(TextEditor.getInstance (). getBlock () == BlockType.Commenting) {

8 with(RTFWidgets );

9 }

The on expressions specify the method executions whose dynamic extents use a
layer composition. The when predicate specifies a runtime condition that must be ful-
filled. In many cases we can omit the declaration of the start of our dynamic extent.
A shorthand notation that only describes the event predicate for our CJEdit example
would be:

1 when(TextEditor.getInstance (). getBlock (). getType () == BlockType.Programming) {

2 with(CodeWidgetes , SyntaxHighlighting , Outline );

3 }

4

5 when(TextEditor.getInstance (). getBlock (). getType () == BlockType.Commenting) {

6 with(RTFWidgets );

7 }

JCop provides a first-class context construct as a dedicated location for the com-
position statements shown above. In addition to composition statements, contexts can
contain auxiliary methods and fields The following listing shows a first-class context
specification for the programming context.

1 context Programming {

2 when(getBlockType () == BlockType.Programming) {

3 with(CodeWidgetes , SyntaxHighlighting , Outline );

4 }

5

6 private BlockType getBlockType () {

7 TextEditor te = TextEditor.getInstance ();

8 return te.getBlock (). getType ();

9 }

10 }
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Figure 2: Architecture of the ticket shop system.

5 Using JCop for the Development of a Service-based
Ticket Shop

As in any software system, the behavior of a service component can depend on context
information. However,

Therefore, we investigate, weather our language abstractions are applicable for
service-based systems. In the following, we report on our first results in developing
a service-based application using JCop.

5.1 Motivation

Service-based systems are mostly heterogeneous environments, including services
that are implemented in different languages and run on machines with different prop-
erties. In addition, different types of client applications, such as rich clients, mobile
clients, and Web-based clients, can use the same service infrastructure from different
execution contexts. Especially mobile clients often provide context information that is
relevant for computation.

To evaluate the properties of COP language abstractions in a service-oriented sce-
nario, we implement a service-based ticket shop that adopts a ticket shop use-case
by W3C [8]2. A travel agency offers to book vacation packages including train tickets
and hotels. Service providers are providing Web services to query their offerings and
perform reservations. TrainBookingService employs LocationService for the com-
putation of train connections. To purchase tickets, credit card companies are providing
services to guarantee payments made by consumers.

To create a heterogeneous service environment, we implement our application in
Python and Java using RPC libraries, and provide two different clients. Our Web

2The system has been developed in collaboration with Michael Perscheid. We will both share this
infrastructure as a base for our research experiments.
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Figure 3: Layer compositions during a service call.

client is based on Smalltalk/Seaside [7], the rich client is a Java/Swing applica-
tion. Figure 2 presents the application’s key components. TrainBookingService and
HotelBookingService offer methods to lookup and book the their respective products.
Both services use CreditCardTransactionService to accomplish bookings.

5.2 Context-aware Behavior

The ticket shop example contains several context-dependent concerns that we imple-
ment using COP. Context can either affect only one module or larger parts of the sys-
tem, including several services. In the first case, the scope of a layer composition
begins and ends within the same module without crossing distribution boundaries.

In the second case, the dynamic extent of a layer composition includes calls to other
services. Due to loose coupling, we cannot anticipate that another service provides
the same layers as the consumer. Thus, passing the current layer composition to the
service is inappropriate. Instead, the service should be informed about the context
of the service call in an abstract way. The service can then decide how it varies its
response according to this information.

An example for the latter case is CreditCardTransactionService can be called
using RSA or Elgamal cryptography, see Figure 3. Which of them is used depends
on context information of the consumer that is exposed to the service. The encryption
context is passed as an additional parameter. The credit card service composes its
layers according to this context information.

6 Summary and Next Steps

In this report, we motivate the explicit support of event-based behavioral variations in
context-oriented programming language extensions. We discuss the benefits and some
shortcomings of this implementation, which led us to the design of JCop, a COP-based
language that adopts ideas of aspect-oriented programming for a more declarative
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representation of event-based context. Furthermore, we report on the implementation
of a service-based ticket-shop scenario using COP.

In future work, we will extend the event-based context specification presented in this
report to support asynchronous context enter and exit predicates. In addition to control-
flow- and event- specific context, we will develop a semantics of object-specific context
that is relevant, for instance, in role-based scenarios. Furthermore, we will evaluate
the concepts developed in the course of this thesis. As a part of this evaluation, we will
extend our ticket shop scenario and develop a framework for context propagation over
distribution boundaries.
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In this paper, I present an approach for the service-oriented, standards-based,
image-based provisioning, interaction with and styling of 3D geovirtual environments
(3DGeoVE). The proposed approach allows a human user to explore, interact with,
and define the visual appearance of a remote 3DGeoVE through the Internet and by
using lightweight clients such as web-based clients and Smartphones. The use of
service-orientation and standards facilitates designing a distributed system that is in-
teroperable and can easily be adapted to changing requirements. The image-based
provisioning of visual representations allows for providing high-quality visual represen-
tations by dedicated services and consuming them on lightweight clients.

1 Introduction

Visual representations of geospatial information proved to be valuable means to facil-
itate thinking, understanding, and knowledge construction about human and physical
environments, at geographic scales of measurement [13]. Massive amounts of dis-
tributed and heterogeneous geospatial information and geospatial computing function-
ality are increasingly available as distributed resources that can be accessed through
the Internet. This increased availability has created the demand and feasibility to build
distributed systems that leverage these resources for visualizing and interacting with
geospatial information. For the implementation of such distributed systems, the ap-
plication of the architectural concept service-oriented architecture (SOA) [9, 11] and
standardization proposals by the Open Geospatial Consortium (OGC [1]) are com-
monly proposed. The primary potential of the application of the SOA paradigm in the
geospatial domain is that it supports the uniform access, exploitation, integration and
reuse of distributed geodata and geospatial functionality [8]. The application of the SOA
paradigm for designing geovisualization systems implies the functional decomposition
of the geovisualization process into reusable services accessible through a network.
The OGC has approved various standards for service interfaces, data models and data
encodings in the geospatial domain. For the presentation of information to humans, the
OGC proposes portrayal services. For 2D portrayal the Web Map Service (WMS) [2]
is proposed as an approved standard, whereas for 3D portrayal the Web 3D Service
(W3DS) [16] and the Web Perspective View Service (WPVS) [20] are proposed as dif-
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ferent approaches that are both still in the early stages of the standardization process.
In this paper, I present an approach for the service-oriented, standards-based,

image-based provisioning, interaction with and styling of 3D geovirtual environments
(3DGeoVE). The proposed approach allows a human user to explore, interact with,
and define the visual appearance of a remote 3DGeoVE through the Internet and by
using lightweight clients such as web-based clients and Smartphones. The use of
service-orientation and standards facilitates designing a distributed system that is in-
teroperable and can easily be adapted to changing requirements. The image-based
provisioning of visual representations allows for providing high-quality visual represen-
tations by dedicated services and consuming them on lightweight clients. This paper
is structured as follows. In Section 2, I present my research questions and give an
overview of my proposed approach. In Section 3, I describe the WPVS++ service
that is capable of providing service consumers with 2D images of perspective views
of 3DGeoVE (e.g., virtual 3D city models). In Section 4, I present the WPVS++ client
that offers facilities for human users to display 3D visual representations and interact
with these representations. In Section 5, I present an approach for pre-rendering and
post-rendering styling. Section 6 concludes with a summary, current status and future
work.

2 Research Questions and Approach

2.1 Research Questions

This research focuses on the higher-level research question of how to apply service-
oriented principles in the geospatial domain in an effective and value-adding way. More
precisely, this research focuses on the question of which basic and high-level ser-
vices are appropriate to enable and support the service-oriented 3D geovisualization
of 3DGeoVE in an effective and value-adding way.

For this, my approach is to identify and investigate various research threads in the
domain, to conceive and design new, concrete services in each thread that help solving
open problems, and to implement exemplary, selected services for case studies.

In this paper, I focus on the thread of server-side, service-oriented rendering. For
this thread, the research question that I investigate is as follows: How do we implement
and expose the functionality of

∙ providing,

∙ interacting with, and

∙ styling (i.e., what and how to portray)

visual representations of 3DGeoVE within a geospatial, service-oriented architec-
ture while meeting the following requirements:

∙ Access to remote, massive virtual 3D city models

∙ High quality visual representations
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Figure 1: Overview of the service-oriented, standards-based architecture of the pro-
posed approach. Bold arrows indicate the major data flow. Thin arrows indicate flow of
control data.

∙ High degree of interactivity

∙ High degree of control over what and how to portray

∙ Low requirements on end user resources

∙ Moderate requirements on service provider

∙ Standards-based

2.2 Approach

In this Subsection, I present an overview of a preliminary approach for the service-
based, image-based provisioning of, interaction with and styling of visual representa-
tions of 3DGeoVE. This approach aims at answering aspects of the research question
stated in Section 2.1.

Figure 1 gives an overview of the architecture of the proposed approach. The
Meta/Thematic Data Styling Service receives as input a reference to a model of a
3DGeoVE, and a high-level description of what metadata and/or thematic data is to be
styled in what way within the 3DGeoVE. The service outputs a styling description docu-
ment that is based on the Styled Layered Descriptor (SLD) [12]. The WPVS++ service
(VRS-based implementation [3])) receives as input a virtual camera specification and
SLD document and generates a 2D image of a 3D perspective view of a 3DGeoVE.
The SLD document specifies what geodata contained within the WPVS++ and what
additional geodata drawn from external sources is to be portrayed in what way. The
WPVS++ service based on the RealityServer [14] does not support SLD documents.
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As a commercial, closed-source, third-party product, the RealityServer does not sup-
port SLD-based styling as a feature and cannot be extended to support SLD documents
by external developers. The Image Post-Processing Service (IPPS) receives 2D im-
ages and a processing specification as input, applies image post-processing filters to
the images (e.g., non-photorealistic rendering effects) and outputs 2D images. The
Post-Rendering Styling Service (PRSS) service receives 2D images and a post-render
styling (PRS) specification as input. The PRS specification defines what features of the
3DGeoVE are portrayed in what way similar to a SLD document. The difference is that
SLD specifications are evaluated and applied in the mapping stage of the geovisual-
ization pipeline [5], before the rendering stage. In contrast, processing specifications
for the PRSS are evaluated and applied after the rendering stage. Thus, the styling
is performed on already-rendered images. The Web-Based Client is operating inside
a web browser and requests 2D images of the 3DGeoVE from the IPPS and/or the
PRSS. The client allows a user to explore, interact with, and define the visual appear-
ance (i.e., styling) of visual representations of 3DGeoVE. To control what is portrayed
in what way, the client calls services from the functionality layer and includes informa-
tion such as the position and viewing direction of a virtual camera, a high-level styling
description for metadata and/or thematic data, a SLD document, and a PRS document.
The Smartphone Client is a port of the Web-Based Client with a similar feature set that
operates on a Smartphone (e.g., the Apple iPhone). Both the Web-Based Client and
the Smartphone Client support two different techniques for reconstructing the remote
3DGeoVE locally on the client. The first is based on image-based rendering (IBR) [19],
and the second on point-based rendering (PBR) [10].

In the following Sections, I briefly discuss the proposed concepts and services.
Since this paper focuses on the research thread of server-side, service-oriented ren-
dering of complex 3D models, I do not discuss the Meta/Thematic Data Styling Service.

3 Provisioning: WPVS++ Service

The Web Perspective View Service (WPVS) [20] generates 2D images of perspective
views of 3DGeoVE (e.g., virtual 3D city models) and represents one fundamental class
of portrayal services. As key advantage, this image-based approach can be deployed
across arbitrary networks due to server-side 3D rendering and 3D model management.
However, restricted visualization and interaction capabilities of WPVS-based applica-
tions represent its main weaknesses. To overcome these limitations, we propose the
WPVS++ [6], a WPVS extension, which provides a) additional thematic information
layers for generated images and b) additional service operations for requesting spa-
tial and thematic information. Based on these functional extensions, WPVS++ clients
can implement various 3D visualization and interaction features without changing the
underlying working principle, which leads to an increased degree of interactivity and
is demonstrated by prototypic web-based client applications. A WPVS++ client can
retrieve thematic information layers storing information such as color, depth, object id,
surface normal and mask encoded in standard 2D image formats for a specified virtual
camera location, orientation and perspective or orthographic projection (Figure 2). This
concept is based on the G-buffer [17] concept from 3D computer graphics.
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Figure 2: Examples of image layers that are provided by WPVS++: (a) color layer,
(b) depth layer, (c) object id layer, (e) normal layer, and (f) mask layer. Subfigure (d)
depicts an orthographic projection for the same location of the virtual camera and point-
of-interest. [6]

4 Interaction: WPVS++ Clients

4.1 Image-Based Rendering Client

To enable a user to explore and interact with a remote, massive 3DGeoVE stored
and rendered by the WPVS++ through the Internet, I developed a first concept and
prototype implementation for a lightweight, web-based client application that utilizes
the WPVS++. Figure 3 depicts a screenshot of the implemented client application
running inside a web browser. Figure 4 depicts a screenshot of the client application
ported to the Smartphone Apple iPhone.

The underlying concept of the WPVS++ client application uses ideas from the do-
mains of image-based rendering [19] and smart navigation. The client requests cube
maps for user specified virtual camera locations in several information dimensions (e.g.,
color, depth, object id) from the WPVS++ (Figure 5). The cube maps are transferred
as image sequences to the client. The client performs an image-based reconstruction
of the 3D environment from the cube maps. The reconstruction is then used by the
client to enable a user to interact with and navigate in the 3D environment. The client
supports common direct navigation techniques (e.g., rotate virtual camera, pan, zoom,
and orbit). To render novel views from arbitrary virtual camera view points, a 3D point
cloud is constructed from the cube map and rendered with point or triangle primitives.
Smart navigation concepts are employed where the user states navigation intentions
(e.g., “I want to inspect this building”) and lets the client application create and exe-
cute plans to satisfy the user’s intention. Smart navigation concepts are employed for
two reasons. First, as a hypothesis, they allow for more efficient and effective naviga-
tion in a wide range of applications than direct navigation techniques. Second, they
allow masking the latency of transmitting data from the WPVS++ to the client, by pro-
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Figure 3: Screenshot of the web-based WPVS++ client application running inside a
web browser. An object feature that was selected by the user is highlighted and anno-
tated with additional information.

gressively transferring new cube maps in the background while the client application
executes navigation tasks or the user interacts with the environment. The client ap-
plication supports additional features including field of view-based zoom with selective
refinement of the cube map, selection and highlighting of object features (e.g., build-
ings) within the 3D virtual environment, retrieving and displaying additional thematic
information for object features from the WPVS++, and measuring Euclidean distance
between arbitrary spatial positions.

4.2 Point-Based Rendering Client

The PBR client differs in the way that the 3DGeoVE is reconstructed and rendered
locally from 2D images received from a remote image-based service. Image layers
containing spatial depth information can be interpreted as a 3D representation of the
3DGeoVE. Each pixel can be interpreted as a patch in 3D space that covers a part of
the visible surface of a 3DGeoVE. Furthermore, these patches can be interpreted as
simplified 3D points, surfels [15] or voxels. These elements are then added to a hierar-
chical spatial data structure (e.g., an octree). The spatial information can be comple-
mented with additional attributes such as color, object id, and normal if the respective
image layers are retrieved. The spatial data structure is used for aggregating data,
storing data in multi-resolutions, querying data, and rendering data. Data received from
multiple calls to image-based services can be integrated in a unified manner. Multiple-
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Figure 4: Screenshot of the web-based WPVS++ client application running on the
Smartphone Apple iPhone.

(a) (b)

Figure 5: Cube maps as primitives for image-based modeling and rendering. (a) Six
faces of a cube map as requested by the client from the WPVS++ service. (b) The
cube map assembled and rendered by the client. When the virtual camera is placed in
the center of the cube and the virtual camera is rotated, the user experiences a perfect
illusion of being in the 3D virtual environment.

resolutions can be stored at different levels of the data structure, whereby each node
stores a coarser representation of its child nodes. The data structure supports querying
spatial data in logarithmic complexity.

Furthermore, the data structure supports rendering the multi-resolution represen-
tation with view-frustum culling, level-of-detail control, and control of a trade-off be-
tween performance and quality. A rendering algorithm could traverse the data struc-
ture. When reaching a leaf node, the node is rendered. An inner node is rendered, as
soon as its projected screen space area falls below a given threshold, e.g., one pixel.
Nodes can be rendered with a technique called “splatting”.

I assume that in practical cases the amount of data needed for visualizing 3DGeoVEs
exceeds the main memory capacities of average computers that are used for executing
the client application. For this, I propose to utilize appropriate out-of-core techniques [4]
for implementing the client application. A general strategy could be to first retrieve the
data in form of images from the service and dynamically add the data to a spatial
data structure (e.g., octree). Then, when the amount of the locally accumulated data
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exceeds the main memory capacity, parts of the spatial data structure are stored on
the local hard disk and are removed from main memory. Subsequently, when data
is needed that does not reside on main memory but on the hard disk, it is retrieved
from that location instead of from the remote service. For improved efficiency, when
adding 3D patches from the retrieved images to the spatial data structure, the spa-
tial coherence of adjacent pixels in the image can be exploited. Pixels that are close
in the image are very likely mapped to spatially close parts of the spatial data struc-
ture. Furthermore, an image can be interpreted as a multi-resolution representation
of a 3DGeoVE. Each pixel in the image covers an area of the visible surface of the
3DGeoVE that is different in size. Generally, the farther an associated depth value for
a given pixel is, the bigger the covered world space area is. This fact can be exploited
for directly mapping pixels representing 3D patches to specific nodes of the spatial data
structure. In order to reduce latency, the tasks of retrieving data from a service, decod-
ing and encoding the retrieved data (e.g., images), and uploading data to the memory
of the GPU, should be parallelized.

In this context, the PBR client has the potential to produce visual representations
more efficiently and with higher quality than the IBR client. However, research needs
to be carried out to test this hypothesis and to explore the respective advantages and
disadvantages of the IBR client in comparison to the PBR client.

5 Styling

5.1 Image Post-Processing Service

The server-side, service-oriented rendering of massive 3DGeoVE has the potential
to enable users with lightweight clients to access high-quality, image-based visual
representations of the environments without having to download massive amounts
of geodata. Image post-processing is a well known concept that allows for decou-
pling the process of generating an image from applying enhancement processes to
already generated images. Commonly applied image post-processes are for exam-
ple image compositing, or high dynamic range filters. Moreover, several visual effects
are implemented most efficiently and effectively as image post-processes, e.g., non-
photorealistic rendering effects. In a SOA, providing the functionality of image post-
processors as dedicated, loosely coupled services as an application of the principle
of separation of concerns offers several advantages. These services easily can be
reused and recomposed with further services to form different distributed applications,
the increased modularity has the potential to improve the maintainability and flexibility
of the resulting systems, and existing applications and services can be extended to
take advantage of image post-processing functionality without having to implement the
functionality themselves. However, so far no proposals for providing the functionality of
image post-processors as dedicated services exist.

For this, I propose a concept and implementation for the provisioning of image post-
processing functionality as dedicated, loosely coupled Image Post-Processing Services
(IPPS). I place a particular focus on processing images that are enriched with spatial
depth information and that are generated by image-based 3D portrayal services por-
traying virtual 3D city models. I propose an interface for the IPPS that is based on the
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Web Processing Service (WPS) [18] standard by the OGC. As a proof of concept, I plan
to implement four exemplary image post-processors (screen-space ambient occlusion,
non-photorealistic rendering, image integration and compositing, and projective textur-
ing). For each processor I plan to carefully choose an algorithm from the literature that
best meets the requirements of our specific application. I plan to implement each pro-
cessor in a GPU-based and a server deployment-friendly CPU-based version and to
evaluate and compare the performance of the implementations. The utility and charac-
teristics of the IPPS will be evaluated by extending our service-oriented, image-based
remote visualization system with the functionality of the IPPS. Furthermore, I plan to
evaluate the performance overhead of interposing an IPPS between a portrayal 3D
service and the portrayal service consumer.

5.2 Post-Rendering Styling

The Post-Rendering Styling Service (PRSS) service receives 2D images and a post-
render styling (PRS) specification as input. The PRS specification defines what fea-
tures of the 3DGeoVE are portrayed in what way similar to a SLD document. The
difference is that SLD specifications are evaluated and applied in the mapping stage
of the geovisualization pipeline [5], before the rendering stage. In contrast, processing
specifications for the PRSS are evaluated and applied after the rendering stage. Thus,
the styling is performed on already-rendered images.

In comparison to the pre-rendering styling, the post-rendering styling has some ad-
vantages. The post-rendering styling can be applied to any 2D color image (when re-
quired complemented with a depth image) regardless of the source. Image-generating
services such as the WPVS++ do not have to be equipped each with styling functional-
ity. Implementing such functionality may be very complex and even unfeasible as is the
case with the WPVS++ based on the RealityServer as described in Section 2.2. This
advantage can be attributed to the fact that the functionality is moved within the geovi-
sualization pipeline to a latter place. Implementing this functionality within a client has
a similar effect but has the disadvantage of not offering the functionality as a reusable
service. As a disadvantage, the post-rendering styling is estimated to be less powerful
than the pre-rendering styling since at this stage in the pipeline less information might
be available.

5.3 Pre-Rendering Styling

As already discussed in the previous Section, pre-rendering styling must be available
in order to facilitate more powerful styling. Pre-rendering styling can be implemented
as part of a WPVS++ and controlled by passing SLD documents. However, the current
SLD specification only supports 2D portrayal. Extensions of this specification to 3D ex-
ist (e.g., [7]) but are still limited. There is still need to research how effective styling can
be specified for visual representations of 3DGeoVEs and how it can be implemented
efficiently.
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6 Summary, Current Status, and Future Work

In this paper, I presented an approach for the service-oriented, standards-based, image-
based provisioning, interaction with and styling of visual representations of 3DGeoVE.
I presented the WPVS++ service for the provisioning, the WPVS++ clients for display
and interaction. Furthermore, I presented the concept of pre-rendering styling that can
be implemented in the WPVS++, and the concept of the post-rendering styling that can
be implemented in the IPPS and PRSS.

Currently, the work on all variations of the WPVS++ clients (i.e. IBR and PBR, web-
based and Smartphone-based) is in progress. The web-based IBR client is developed
the farthest. Work on IPPS as preparative study for the PRSS is in progress and
a publication is being prepared. The basic WPVS++ is the contribution of Benjamin
Hagedorn and is in a deployable state.

After finishing the work in progress, the next step is to further develop, implement
and investigate the concept of post-render styling. At the same time, a WPVS++ im-
plementation based on the RealityServer will be pursued. Finally, I plan to investigate
the pre-rendering styling, its implementation as part of a WPVS++, and the concept
and implementation of a Meta/Thematic Data Styling Service that produces inputs for
a WPVS++.
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Reliable Digital Identities
for SOA and the Web
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This report summarizes my latest research activities towards a more effective and
trustworthy management of digital identities in service-oriented architectures and the
Internet, and draws an outline of planned research activities for the upcoming year.
While my former work was focussed on theoretical concepts and ideas, during the
last months I put emphasis on the implementation of a small prototype scenario which
makes use of my latest research findings.

As a basis for my research, I consider open identity management models with a
particular focus on the claim-based identity management. Claim-based identity man-
agement allows services and applications to specify their identity data requirements as
a list of attributes (claims). In my research, I argue that for a relying party (such as
a service) to assess the value of received identity information in terms of correctness
and integrity, trust should be defined on the same granular level as the required identity
data. As a solution to integrate such trust-related information, I proposed a data model
which adds identity meta data to the notion of claims and allows identity providers and
relying parties to distinguish different qualities of the same identity attribute. This report
presents this model as well as its implementation in a small demo use case.

1 Introduction

Looking at the current online world, performing transactions as online banking, online
shopping or communicating in social networks has become an inherent part of life.
Hereby, personal, identity-related data plays a major role, since for many activities a
service provider requires details about the identity of a user. Traditional approaches
for identity management like the isolated model (cf. [2]) require users to register with
every single service and to re-authenticate each time they use a service in another trust
domain. The reasons for the pre-dominance of the isolated model are comprehensible.
Isolation allows organizations to retain control over their identity management systems.
As organizations usually have different legal and technical requirements for identity
management, they find it difficult to give up this control. However, with regard to the
Internet, we can find many identity attributes which do not require strong verification. It
really depends on what a digital identity is used for. If the user logs on to a site to prove
on repeat visits that it is the same user, it does not matter whether his digital identity
matches with his ”real-life identity” as long as it is always the same digital identity he
uses to log on. Only if critical transactions are performed, as ordering an item or paying
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for a service, the integrity of provided user data is required to hold the user liable in case
anything bad happens.

Therefore, an identity management for the Internet should be able to deal with at-
tributes with a strong verification beneath attributes managed by the user himself. In
addition, it should consider who (i.e. which identity provider) can assert a certain claim
based on a strong verification and which identity provider issues a certain claim which
is ”only” managed by the user himself.

While claim-based identity management allows applications to specify required claims
on a per-attribute basis, trust is still mostly established as a whole between two part-
ners. In order to close this gap, I extend the notion of a claim by a credibility value
indicating the assumed correctness or integrity of a claim in dependence of its issuer.
To be specific, this report

• presents a data model as an extension to the claim-based approach which

1. allows an application or service to define the required credibility for a claim
and

2. allows an application or service to state whom to trust on a per-claim basis

• describes a prototype implementation making use of the model to decide based
on a claim, the required credibility of the claim and the issuer of the claim whether
to trust a received claim value or not.

2 Motivating Use Case

2.1 Open Identity Management Models

In order to address the open and decentralized nature of the Internet, open identity
management models emerged, which are based on the idea of having several places
to manage a users identity data (so called identity providers). Claim-based identity
management denotes such an open identity model which uses the notion of claims
to describe identity attributes. A claim is an identity attribute named with an abstract
identifier (e.g. a URI), which applications and services can use to specify the attributes
they need. Open and extensible formats for the exchange of identity attributes ensure
interoperability among different identity systems. For this reason, claim-based identity
management lays the ground for Identity Metasystems [5], which provide an identity
layer on top of existing identity systems and promise an easier management of digital
identities among the Internet.

2.2 Example

Basically, we can make two observations with regard to the storage and administra-
tion of identity information on the Internet, today. The first observation is that basically
every service provider on the Internet manages information which is specific to its do-
main, namely the information which was created during the interaction with a customer
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and the system, such as a customer number. A second observation is that information
stored in independent domains is often redundant, because certain pieces of a sub-
ject’s identity are required by every service or Web site provider. Examples include:
the name and address of a person or its birthday.

Hence, basically every service or Web Federal 
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Figure 1: Usecase showing independent
identity domains and possible reliance on
other identity providers

site provider has identity information, i.e.
information about its user’s digital identi-
ties, which he could provide to other par-
ticipants (given the user’s consent) and
basically every service or Web site provider
also consumes certain information which
it requests from the user and which it does
not necessarily need to manage itself. A
possible solution towards a more effec-
tive management of identity information
is demonstrated in figure 1. Instead of
entering the same information into differ-
ent user accounts, the user could refer-
ence to another account which already
contains this information. For example,
the newspaper publisher would receive
the assertion that its customer is a stu-
dent directly from the users university and
the information about the user’s banking
account information directly from the bank.

3 Metadata for the Credibility of a Claim

This section presents my approach for a trust-aware claim-based identity management.
Starting with a short requirements analysis to point out which additional concepts are
necessary to implement a scenario as described in section 2.2, this sections presents
my solution consisting of a data model to store additional trust-related information about
claims and a proposal to fill and use the model.

3.1 Requirements analysis

Claims are subject to verification by an Identity Provider prior to using them. However,
verification processes can differ tremendously in their strength and reliability of the
result. Often users can enter any information to a registration form when registering
for a new service. Sometimes little checks are performed as for example the sending
of an email to verify that an entered email address is valid. Only when it comes to
more critical transactions as paying for a service, stronger verification processes are
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employed such as checking with the customers bank whether an entered credit card is
valid.

Obviously, it is not necessary for applications to have all required user attributes
verified in the most secure way. In fact, only attributes which involve a risk for the
Relying Party require further verification.

Summing up, an identity management system needs to capture that (a) user at-
tributes differ in their strength of verification and (b) applications have different require-
ments concerning the strength of verification of identity attributes.

In a closed environment, these requirements are usually considered when setting
up a system and reflected in the decision which technology is used for identification
and authentication of users. In a decentralized environment as service-oriented archi-
tectures or the Internet, however, this knowledge needs to become explicit.

Therefore, using claim-based identity management, we require a notion to express
the following information:

Requirement 1 In addition to stating, which identity attributes a Relying Party re-
quires (= claims), it is required to express also the quality in terms of validity of an
asserted claim value, that a Relying Party requires.

Requirement 2 In addition to the information which Identity Provider is trusted, it
should also be known for which claims. To put is simple: Deciding not only whom to
trust, but for what.

3.2 Proposed Data Model

This section introduces the data model to fulfill the requirements identified before. It
builds upon the notion of claims and the entities involved in the Identity Metasystem [5].
The data model presented as an ER-diagram is shown in figure 2.

Claim issued by

Actual 
Credibility

Issuer (Identity 
Provider)

Application/ 
Service

requiresExpected 
Credibility

0.. n

0.. m
0.. n 0.. m

isTrusted

Figure 2: Proposed Data Model to enhance the Notion of Claims by a Credibility Value.

Looking at current implementations of the Identity Metasystem, a Relying Party
usually specifies a list of Identity Provider it trusts to make right assertions. Using
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the notion of claims, the Relying Party can express for a list of claims the issuer(s) it
will accept tokens from. When receiving a security token, the Relying Party verifies
the issuer of the token by checking whether the signature of the token matches the
certificate of one of his trusted Identity Providers. Only upon correct verification, the
Relying Party will process the claims in the token.

It is important to note that in spite of giving up control over the management of a
user’s identity attributes, the decision how to proceed with received identity information
is at the entity which is in control of the requested resources. It is in the responsibility
of the Relying Party to decide whom to trust and from whom to accept security tokens.

In our model, we aim at defining this trust in a more fine-granular way. In addition
to state whom to trust, we want to be more specific and state on a per-claim basis
the believe that a certain claim issued by a certain issuer is correct. Therefore, we
introduce the notion of the credibility of a claim. The credibility of a claim is defined as
the expected or assumed integrity of a claim. It reflects the belief that a certain claim
value is correct and corresponds with the ”real-life identity” of a user.

Remark: Even though the credibility of a claim depends a lot on trust and trustwor-
thy behaviour of the party asserting a claim, we use the term credibility in order to put
emphasis on the integrity of the claim value rather than the process of trusting that the
other party makes right assertions.

In our model, we can distinguish two different kinds of credibility values for a claim,
that is (a) the credibility value an applications expects (Expected credibility) and (b) the
actual credibility value the Relying Party assigns to a claim (Actual credibility ).

The expected credibility basically is the extension we need to solve Requirement 1,
while the second requirement is fulfilled by adding the actual credibility to the model.

3.3 Using the data model

Since the usability of a data model rises and falls with the values stored in it, this section
discusses how one can fill the model with reasonable data. Emphasis is put on finding
values for the credibility of a claim.

Identity Provider Metadata Usually, an Identity Provider provides an endpoint ad-
dress under which a requesting party can retrieve metadata about this Identity Provider.
Such metadata includes a list of claims this Identity Provider can assert for its users. In
our model, the Relying Party stores for each Identity Provider, it communicates with

• the list of supported claims which it can get from this endpoint (e.g. by using the
WS-MetadataExchange protocol)

• and whether the Identity Provider is trustworthy. This value refers to the over-
all quality of the trust relationship between the Relying Party and the Identity
Provider. Factors as past experience, the reputation of an Identity Provider,
whether the Identity Provider is managed by the government, a research or a
commercial organization are important criteria to assess its trustworthiness. (cf.
the notion of Organizational Trust introduced in [4])
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The credibility of a claim Choosing the right settings for the credibility of a claim
is by no means easy. With regard to current online systems, it seems reasonable to
distinguish two different qualities of user attributes, that is (a) low-value information
entered by the user and remaining unverified and (b) critical information which has
been verified by the Identity Provider. In this case, we would have a binary credibility
value. In order to put this observation in a more formal context, we define the following
relations. isTrusted is a function which returns for a given issuer whether it is on the list
of trusted issuers. (cf. Identity Provider Metadata)

isTrusted : Issuer 7→ {trusted, untrusted}

In addition, we define isVerified to be a function which returns whether an identity
attribute/claim was verified by the Identity Provider.

isVerified : (Issuer, Claim) 7→ {verified, unverified}

To derive the credibility, we combine both results. The way in which both results are
combined shall be defined by a function h, which can be application-specific or globally
defined. The function h describes, in which way the fact whether an identity attribute
has been verified is combined with the fact whether this has been done by a trusted
Identity Provider. To follow our observation, we would define the credibility of a claim
to be 1 only if the claim was verified and issued by a trusted issuer. In all other cases,
it is 0. A mathematical definition for h is given below.

credibility(issuer, claim) 7→h(isTrusted(issuer),
isVerified(issuer, claim))

with h e.g. defined as

h : {trusted, untrusted} × {verified, unverified} 7→ {1, 0}

h : (b1, b2) 7→

{
1, if b1 = trusted and b2 = verified
0, otherwise

Regarding the cases definition of h, the case of having a verified claim asserted
by an issuer that we do not know and which is therefore untrusted, seems interesting.
Having such a situation, we could imagine an application which is willing to rely on such
an assertion given that it gets the same assertion from multiple untrusted sources. For
example, a user could prove that he is over 18 by providing assertions from two different
online stores he has purchased goods recently, which are not known by the third online
store, from which he is going to buy a movie which is rated ”Restricted”. In order to
reflect such scenarios, another possible definition for the function h could be as follows:
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h : {trusted, untrusted} × {verified, unverified} 7→ {2, 1, 0}

h : (b1, b2) 7→


2, if b1 = trusted and b2 = verified
1, if b1 = untrusted and b2 = verified
0, otherwise

Extensions Depending on the needs of an application, our model can be extended in
several ways. One possible extension is to adapt the definition of the function isTrusted
by enlarging their range of values. This way, we could express several qualities of trust
into an Identity Provider, for example to rate a Business-to-Business (B2B) relationship
differently than a Business-to-Consumer relationship.

Another suitable extension concerns the verification of an identity attribute. While
the function isVerified distinguishes only two states (unverified and verified), a more
fine-granular differentiation of verification states might also be an option. For example,
taking the quality of the user authentication into account might be desirable to assert
how much trust a Relying Party can put into the identity of a user. With the SAML
Authentication Context Classes [6], a standard to convey this authentication meta in-
formation between an Identity Provider and a Relying Party already exists and can be
used to substantiate the verification state of identity attributes. Also, previous research
work exists [7], which describes a suitable mapping between the quality of an authen-
tication process and a trust level.

4 Prototype implementation

This section presents the prototype which makes use of the model, and describes the
underlying architecture.

4.1 Use Case Scenario

Our demo application is a classical Web site for an online store selling music files which
is shown in figure 4 (appendix). In order to populate our demo online store, we use real
data retrieved by calling the Amazon web services [1]. To complete the purchase,
several personal attributes are requested from the user, such as his name, address
and payment information (cf. screenshot in figure 5). The Web application defines for
each attribute or claim requirements regarding the credibility, e.g. the address is rated
as low-value information (corresponds to level 0 in our model in section 3.3), while the
name and payment information is rated as highly important in terms of validity and
integrity.
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Figure 3: Architecture based on the Identity Metasystem to implement our approach
for a trust-aware claim-based identity management

4.2 Architecture

In order to implement this scenario, we implemented and extended the classical archi-
tecture of an Identity Metasystem as described in [5]. Our architecture comprises the
main entities involved in such a metasystem: Identity Provider, Relying Party, Identity
Selector and the User.

Figure 3 shows the overall architecture. As can be seen from the figure, the user
is dealing with a number of Identity Providers of his choice. When the user accesses
a service, the user can ask an Identity Provider of his choice to issue a security token.
Once triggered, e.g. by clicking on the CardSpace icon (cf. screenshot in figure 5),
the Identity Selector on the user’s machine pops up to support the user in requesting
and returning an appropriate token. In a first step, it will find out the policy of the
Relying Party by sending a request for meta data using the WS-MetadataExchange
protocol. By analyzing the meta data document, the Identity Selector gets to know
the required claims and accepted token types of the Relying Party. It can align this
information with the Identity Providers the user is registered with and presents the user
with a choice of possible Identity Providers. The user selects an Identity Provider and
a request is performed by sending a special kind of message, which is described by
the WS-Trust standard, called a Request for Security Token (RST). If everything went
well, the Identity Provider will answer with another WS-Trust-defined message, called
Request for Security Token Response, which contains the requested claim values in the
requested token format. This token can be used by the user to deliver the requested
attribute values to the application. Upon receipt, the Relying Party extracts the token,
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and analyses its validity. In order to decide whether the information in the token is
trusted, the Relying Party applies its trust model to the received token.

5 Future Work and Next Steps

Based on the model and the implementation done so far, I am planning to investigate
into the following directions for further research.

5.1 Facilitating Identity Metadata in Identity Federations

Identity Federation is a concept for the controlled sharing of identity information based
on a Circle of Trust which is established beforehand between trusted parties. Identity
federation enables the propagation of identity information including the authentication
of users to services located in different trust domains. If a user has accounts at two or
more of the trusted parties, he can decide to connect (”federate”) these accounts. This
enables him to log in at one identity provider and retrieve identity information located
at a federated partner. In [3] we defined the general trust requirements to establish
such a federation and proposed extensions to federation metadata in order to take
different trust requirements into account when establishing such a federation. Building
on this work, we can further enhance identity federations with identity meta data to
allow for a more flexible and reliable propagation of identity information across domains.
If a relying party such as a service or web application requires identity information
which the users has stored at different identity providers such as his bank and the
university, he would need to authenticate with each identity provider separately. Using
identity federation, scenarios are possible in which the user authenticates only with one
provider and retrieves further identity information facilitating the identity federation. To
allow such scenarios, it is necessary to define the trust requirements of the involved
parties and put them into context with the risk of the transaction to be carried out.
Here, information about the quality of exchanged identity information is essential to
decide whether the relying party can rely on the received information.

5.2 User-Control and Attribute Release Policies

To put the user into full control of his identity data is essential to achieve his acceptance
for any identity management system. In the context of the claim-based identity man-
agement, this is achieved by requesting a so called digital information card from the
user, which comprises the identity attributes that he wants to share, each time when
a user accesses a service. Instead of requesting a decision from the user each time,
a possibly extensions towards a more effective identity management could be the in-
troduction of attribute release policies based on the quality of identity attributes. For
example, a user could define for a relying party and a certain attribute and its quality
that this attribute value is released without further questioning.
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6 Conclusion

Past experiences have shown that there would be no single center to the world of in-
formation. In order to get from the isolated model, in which each consumer of identity
information manages this information himself to an identity management which takes
the decentralized nature of the Internet into account, we argue that consumers of iden-
tity information need to be able to assess and distinguish the quality of the information
they receive. In particular, with regard to the launch of electronic ID cards as fostered
by several european governments, different sources of identity information will have
a different quality in terms of correctness and integrity. To have this information inte-
grated into current identity management models is the essence of my latest research
work. Following this track, my vision is to help to open up currently pre-dominating
identity islands and to create a better user experience as well as to decrease security
risks by reducing the number and associated credentials of user accounts.
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A Appendix

Figure 4: The MP3 Store Szenario

(requires verification)
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Figure 5: The MP3 Store Scenario: Retrieving identity information using information
cards.
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1 Introduction

In the beginning of the web, little thought was spent on resources and representations.
People were thinking about “web pages” and such web pages were simply mapped to
files in a directory structure. Consequently, the web was static and read-only. Quickly,
the need for dynamic content arose, from trivial such as displaying the current time
to complex such as completely personalized content out of recommendation system
analyzing the users’ interactions.

To aid the developer, frameworks evolved. A framework is the combination of code
libraries and development methodology to handle the reoccurring parts of an application,
allowing the developer using a framework to focus on the parts of the application that are
specific. Consequently, a framework reduces bugs by reuse of common parts, increases
development speed by providing a methodology, and improves maintainability by making
the specific code follow the framework’s convention and thus ease the initial training of
new developers on existing code.

In the course of this paper, we will introduce a new pattern for web frameworks to
implement resources. The rest is of the paper is structured as follows: In section 2, a
short introduction to the concept of resources is given. In section 3, the model view
controller pattern (MVC) is outlined, as it is frequently used to by today’s frameworks
to implement resources. In section 4, the problems of MVC are discussed. Section 5
discusses related work. In section 6, the model mapper enactor pattern is introduced as
an evolution to the MVC pattern. Finally, section 7 provides a conclusion and outlook.

2 About Resources

From a conceptual perspective, resources—as described by Fielding [2]—are active
components in a global namespace, i.e. the Internet. Within this namespace, they
are uniquely identified via Unique Resource Identifiers (URI) [9] and may interact by
exchanging messages. However, their life cycle is independent of the medium. In an
FMC block diagram, the conceptual design of a resource may be visualized as shown
in Figure 1(a). To the outside, a resource is an active system component operating on
an internal serialization. As the resource is in control of its on life cycle, the resource
can be drawn as an self-controlling structure variance. Notice, that there may be many
resources for a single serialization exposing various aspects and behaviors.
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(a) Concept (b) Implementation

Figure 1: Resources: From Concept to Implementation

As valuable as Figure 1(a) may be from a conceptual point of view, it is neither valid
FMC nor is the implementation obvious. It is best to regard Figure 1(a) to be a shortcut
notation for Figure 1(b). A resource enactor reads the serialization to create a structure
variance acting as the actual resource implementation. This implementation may modify
the serialization including ending the life cycle by destroying the serialization. There
are more aspects to resources than this, but as their relevance is not immediate for the
discussion in this paper, we will neglect them for the time being.

To improve the discussion, let us introduce a concrete example of a resource: a
single online auction. This auction qualifies as a resource. As resources are identified
by URIs, the auction should be accessible through a single URI for all its life cycle.
However, during its life cycle, the auction’s behavior changes dramatically. Before the
auction is started, it will be editable by the auction owner. Once it is started, the auction
is not editable anymore, but all registered users except the owner may place bids. When
the auction finishes, all further bids must be rejected. Keep this example in mind when
we outline the MVC pattern in the next section. We will come back to this example in
section 4.

3 The Model View Controller Pattern

The MVC pattern [7] is very useful for architecting interactive software systems. The
pattern isolates business logic from input and presentation, permitting independent
life-cycles of each aspect. It is very common in today’s web frameworks.

Models represent the persistent data of the application and the rules to manipulate
that data, i.e. the business logic. Models are very frequently an abstraction on top of a
relational database [6].
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all, it is written in Ruby1, but should be understandable even without in-depth Ruby
comprehension. In Ruby, the character # starts a comment to the end of the line. In
line 1, the Sinatra framework 2 is loaded. This single line also starts a web server and
dispatcher implicitly (compare Figure 2). Lines 3-9 define a controller. In line 3, a HTTP
verb and an URI pattern are given. Line 5 extracts parts of the URI pattern defined in
line 3 and these parts are used instead of a model to keep the example short. Line 7
sets the response’s content type. This reflects the controller’s decision logic which view
to selected based on the request and executed business logic. In this example there is
only one view, and it’s inlined in line 8. In Ruby, the last statement of a block is implicitly
returned. The Sinatra framework treats this return value as the view. Everything else is
addressed by convention, Listing 1 is a complete and executable examples.

The Sinatra framework was chosen for this illustration, simply because it reflect the
state of the art and allows such compact examples. So how does URI dispatching work
in a modern framework? Line 3 gives the answer: Pattern matching. Here, each request
is match for a verb and an URI pattern. More complex examples may also include
request header matching.

4 Problems arising with MVC

From the discussion in section 3 it becomes apparent that there is no actual resource ori-
entation inside of MVC-based frameworks. The dispatcher has a static set of controllers,
upon receiving a request it will simple pattern match the request and pass it to the
matching controller. Looking at Figure 1(b), reaching the controller implies reaching the
resource instance. But from Figure 2 it is obvious that instantiating the resource is left to
the responsibility of the controller. Hence, all controller implementations will have to start
with logic to lookup the internal resource serialization—in the form of instantiating the
correct model—and deal with error handling in case no matching resource serialization
exists.

Returning to the auction example in section 2, all auction URIs will have to align
to the pattern matcher of the auction controller. URIs will match regardless if the
resource actually exists. The auction controller will have to lookup the correct model and
report and error if failing to do so. But let us assume the auction controller was able to
instantiate the correct auction for this request. What will happen next? This depends on
the life cycle of the auction as we discussed when introducing the example. Resource
are allowed and expected to change their behavior dramatically throughout their life
cycle. As the MVC pattern has a static controller lookup, this implies a set of condition
checks to be executed to figure out the state of the model within its life cycle. Only then,
the specific business logic for the current state of the targeted instance can be triggered.
Out of the author’s personal experience, getting the condition checks right in all edge
cases is not a trivial task.

Both aspects increase the amount of boiler plate code to be written and increase the
likelihood of introducing logic errors into the application. Resource orientation is a very

1See http://ruby-lang.org/
2See http://www.sinatrarb.com/
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powerful design approach, but given the MVC pattern it disappears almost completely
at the implementation level. This can be shown in yet an another aspect of Listing 1,
we have not discusses yet. The URI pattern given in line 3 is not matching against the
complete URI, but only against the path. Scheme, host, and port are ignored by all
major web frameworks. The underlying assumption is any request reaching the web
framework to be meant to be handled by the application.

In essence, using the MVC pattern to implement resources violates the spirit of
resource orientation in many ways. The MVC pattern is much older than the web and
adopting it to a resource-oriented facade allowed programmers to write applications to
the new environment with familiar tools. However, resource orientation is not new and
unfamiliar anymore, it is time for the internal architecture of web applications be more
resource-oriented. In the next section, the model mapper enactor pattern is proposed
to transform the internal architecture of web application to be more resource-oriented.

5 Related work

Proposing a new design pattern should always reflect on related trends. Regarding
the model, there is a broad trend to simplification of storage. As mentioned before,
storing models in relational databases is still very popular. These mappings can be
quite complex, but lately the active record pattern is gaining popularity [3, p. 160ff]:

An active record is an object that wraps a row in a database table or view,
encapsulates the database access, and adds domain logic on that data.

In other words, the mapping of relational storage to application objects becomes
much more simple and straight forward. Each model object maps to exactly one row in
the underlying relational database.

For the sake of scalability, explicit and distinct models are suggested [4]. Dealing with
concurrency means giving up the illusion of omnipotence, such as arbitrary serializability
of operations. Explicit and distinct models give clean boundaries to the scope of
serializability.

In the industry, this trend is topped by a strong move towards key-value stores or
document-oriented databases. Explicit boundaries are becoming more important and
data schemes. The best example is Google [5] facing the challenge of storing and
indexing petabytes of crawled web content.

In [1] the map reduce pattern is introduced to processing large sets of data. Map
functions are context free, idempotent functions taking a single model as input at a time
and producing key value pairs for an associated index. Context free means, that a map
function can not keep state between calls. Idempotent means, that a map function will
always produce the same output given the same input. These characteristics make
parallelized execution of map function on arbitrary amounts of models trivial. Reduce
function may be used to merge all emitted values with the same key, however they are
less relevant in the context of this paper.
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6 The Model Mapper Enactor Pattern

The goal of the model mapper enactor pattern (MME) is to provide the flexibility of the
model view controller pattern, yet be more resource-oriented and avoid the problems
discussed in section 4.

The first assumption this pattern makes is that a model represents an internal
serialization of a resource as visualized in Figure 1(b). This assumption works best, if
we assume a document store instead of a relational database. All models are processed
by map function producing an index with full URI as key and a reference to a state
specific enactor. The whole architecture is visualized in Figure 3.

Figure 3: Model Mapper Enactor Pattern

This simple change eliminates several weaknesses of MVC: First, mappers can only
emit if a model exists. In MVC, the controller is called first and needs to look up the
model, which is an instance mismatch. In MME, the model comes first as the mapper
can only emit a behavior for an existing model. The need for boiler plate code inside a
controller to instantiate the model and do error handling if there is none disappears.

Also the mapper is free to emit a completely different enactor for each model state,
hence the boiler plate for deciding on the state within the controller disappears as
well. Notice, both code blocks just described were executed by the controller within
the request cycle. Pushing them to the mapper removes them from the request cycle,
which ultimately will reduce request latency. Request latency has a strong influence on
perceived performance [2], reducing it is always beneficial. Applying this these changes
to our example auction, each phase in the auction’s life cycle will have it’s own mapper
emitting the correct behavior only when the underlying model matches.

Moreover, the MVC pattern must rely on URI pattern matching to find the correct
controller to forward the request to. While human-readable URIs are nice to have, a
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machine should always be allowed to treat a given URI as blackbox. Pattern matching
is a violation of this rule. In contrast, using the MME pattern, the lookup starts at the
model, the mapper is free to emit any URI, no restriction are given to its format.

Emitting full URIs allows the web server and dispatcher from Figure 2 to be replaced
by a proxy, as shown in Figure 3. All user requests are passed to the proxy. The proxy
will check the index. If it doesn’t match, it will forward the request to the Internet, just as
a normal proxy would do. However, if the index does have a matching entry, the index
value is used to instantiate the correct enactor and view in the request context. This
provides the basis for an alternative approach to offline capabilities of web applications
by moving the resource implementation into the user’s proxy.

In the MME pattern, the model is assumed to be stored in a document store. Loading
and storing is relatively trivial. Also the correct model is related to the request context
by design. At the same time, the controller is freed of most of it’s responsibilities. The
only thing left unassigned to a component is business logic—the model is loaded by a
generic mechanism and does not include business logic any longer—and choosing the
correct view. To make this differentiation clear, the MME pattern calls this component
responsible for these task an enactor. Also, this correlates nicely with Figure 1(b).

7 Conclusion and Outlook

The model mapper enactor pattern is an evolution of the model view controller pattern.
It builds on the assumption, that models can be processes by map functions, which
coincidently is a valid approach for large-scale data processing. MME is more resource-
oriented than MVC, as resources are only exposed, if an internal serialization in a specific
phase of it’s life cycle exists. The controller is freed of boiler plate code necessary to
construct the right request context. Also the execution of this code is moved out of the
request pipeline, improving request latency.

However, the MME pattern puts much burden on the mapper. This is the point, where
framework builders should focus their effort on guiding the developer, when incorporating
the MME pattern instead of the MVC pattern. Another critical aspect is how the value of
the URI index is turned into executable code.

The documentation of a use case implemented using the MME pattern was accepted
to the Mashups’09 3rd International Workshop on Web APIs and Services Mashups at
OOPSLA 2009 [8]. The paper was written in cooperation with Matthias Kunze, Alexan-
der Großkopf, and Matthias Weidlich. The prototypical implementation of the MME
pattern are based on node.js3, an asynchronous server-side Javascript environment.
As Javascript is capable of eval’ing code, the value of the URI index is directly eval’able
by the proxy implemented via node.js. The framework used to generate the mappers
and its design are beyond the scope of this paper, but will be included in the finally Ph.D.
thesis scheduled to be completed by year’s end.

3See http://nodejs.org/
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This report summarizes my research work at the HPI Research School on Service-
Oriented Systems Engineering, done at the operating systems and middleware group
supervised by Prof. Dr. Andreas Polze.

A review of the different steps leading to the main focus of my work - online pro-
cessing of operating system kernel events - is given.

1 Introduction

Each member of the research school is assigned to a specific research group at the
HPI. Therefore, the initial members of the research school tried to find the elements
that connect the area of research of the particular group and the topic of the research
school: service-oriented systems engineering.

A common understanding and definition of terms such as service or SOA was hard
to find due to the different perspectives of the research school members. A poll of peo-
ple working at IT departments of different companies and evaluating research papers
and other online resources also did not lead to concise definitions.

From an operating system point of view [7] a service definition can be reduced to:
a service is provided by a server application with an interface that can be utilized by
external client applications. The (important) meta-aspects of service provisioning such
as interface description, message format definition, stateful/stateless behavior, or non-
functional properties are ignored on the operating system level and are handled by the
service container, e.g. by an application server. Nevertheless, the operating system is
the central component determining the performance of server applications.

The main task of an operating system is resource management by assigning pro-
cessing capabilities (e.g. the CPU or different kinds of IO bandwidth) to concurrent
activities. The optimal way of resource assignment depends on different system char-
acteristics such as the current workload (e.g. number of active requests, number of
concurrently provided services) and service meta-information (e.g. the required quality
of service level). To support the efficient execution of components of a service-based
environment, the operating system should provide interfaces to allow optimal resource
assignment in different scenarios. In a perfect world, the operating system (or the plat-
form in general) would be able to process high-level target descriptions in terms of

Fall 2009 Workshop 8-1



A Runtime Environment for Online Processing of Operating System Kernel Events

throughput and response time and derive the optimal resource assignment automati-
cally.

The initial research question therefore was: How can the operating system support
the efficient execution of server applications? The natural first step was to investigate
resource assignment in the context of service-oriented systems. Additionally, monitor-
ing of activities in the operating system kernel was investigated.

This work lead to the conclusion that an important aspect is the connection between
the observation of the system state (= monitoring activities in the operating system ker-
nel) and the adaptation of the system behavior (= resource assignment policy). System
adaptation in this sense is not limited to the resource aspects and can also be used
for other purposes, such as re-configuration in general, system analysis, debugging, or
logging.

The remaining sections of this report summarize the work done in the different
areas. The result is a runtime environment for online processing of operating system
kernel events which can be used to detect specific event constellations and to react to
such constellations in an (almost) arbitrary way.

The described work was implemented and tested in context of the Windows Re-
search Kernel (WRK) [4], the core parts of the Windows Server 2003 Enterprise Edi-
tion. The WRK comes with a build-environment which allows to build custom versions
of the Windows kernel.

2 Ressource assignment

To ensure certain service levels for concurrent activities, predictable resource assign-
ment is a necessary precondition: only if the environment guarantees that each activity
gets the required amount of processing capabilities, the service provisioning goals can
be achieved. In general, the goals are defined in terms of maximal tolerable response
time or minimal throughput of the system.

For fine-grained CPU cycle assignment, the scheduling server concept [9] may be
used. The scheduling server is integrated into the Windows kernel and provides a
programming interface to assign specific percentages of the CPU capacity to activities.
The kernel scheduler ensures that each activity can use its assigned amount of CPU
time.

The high level scheduling server concept is depicted in figure 1: a dispatcher thread,
running at the highest possible priority, lifts the controlled tasks for a specific timespan
to the second highest priority. In this way, a fine-grained CPU assignment can be im-
plemented by using the round-robin scheduler implementation of the regular operating
system kernel.

By modifying the clock interrupt handler of the the kernel, the dispatcher thread can
be removed and the kernel can directly manage specific CPU shares for different ac-
tivities. This approach leads to low overhead (around 1%) and allows CPU assignment
in steps <1%. More details can be found in [9].

With the scheduling server infrastructure in place, the remaining question is: How to
determine the required shares of CPU time for each concurrent activity? Different ap-
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Figure 1: Scheduling server concept

proaches were proposed in related research work - concepts of autonomic computing
or control theory. A central requirement for resource assignment is system monitor-
ing. By determining the current state of request processing in the system, necessary
actions can be derived to optimize system behavior.

The next section describes an approach for monitoring events in the operating sys-
tem kernel.

3 Operating system monitoring

Monitoring events in a system with low overhead and high reliability was investigated
and implemented for a large number of platforms and operating systems. Due to the
closed-source nature of the Windows operating system, such an implementation dedi-
cated for research purposes did not exist previously1. The Windows Monitoring Kernel
(WMK) [6, 8] closes this gap and provides an efficient monitoring infrastructure for the
Windows kernel.

The whole WMK approach is comparable to KLogger [3], an event logging infras-
tructure for the Linux kernel. Figure 2 shows the WMK architecture. Unmodified user-
mode applications are executed on top of a modified Windows kernel. These appli-
cations communicate with the kernel via system service calls. At different places in
the kernel instrumentation points indicate events, e.g. the creation of a new thread,
synchronization operations, or context switches. The WMK provides event allocate
and commit operations for event data. Gathered events are stored in an event buffer
and periodically written to disk. The WMK uses double buffering for event storage and
lock-free synchronization of concurrent buffer accesses.

1Event Tracing for Windows (ETW) can not be extended with new kernel events in the way required
for our work.
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Figure 2: Overview: WMK components

The WMK is able to record events at a rate of 60000 events per second with an
overhead (= system slow down) around 5%. More details can be found in [6,8].

The WMK offers the possibility to record events for almost every aspect in the oper-
ating system kernel. The basic infrastructure can lead to several thousand events per
second which are stored in logfiles. The logfiles are analyzed after the event recording
is finished. This shows the two most important disadvantages of tracing-based ap-
proaches for system analyses: a huge amount of data and the time lag between event
recording and reaction.

On the other hand, tracing based system analysis offers several unique advantages:
special system states (e.g. failing components or deadlocks) can be detected easily
while scanning a complete event trace. Furthermore, request processing in server
applications can be described as sequence/stream of steps which can be monitored in
an event-based way to detect divergent behavior.

The next section describes a runtime environment which tries to alleviate the prob-
lems of tracing based system analysis by processing ocurring events at the time they
happen.

4 Online event processing

The proposed system [5] allows analyzing event streams by searching for specific event
constellations. A pattern specification language allows describing complex event pat-
terns and (optional) reactions to these patterns. A programming interface enables ap-
plications to register patterns in the system and to react if such patterns occur. The
system can be used for the dynamic runtime analysis of operating system kernel events
without writing the events to a logfile, i.e. the events are processed online as opposed
to the more common offline analysis.
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Concept Description

EPC = epcstatement {epcstatement}
epcstatement = (eventdefinition|ruledefinition)
eventdefinition = "EVENTS" <file name>
ruledefinition = [("SYNCHRONOUS"|"ASYNCHRONOUS")] "RULE" <rule name>

patterndefinition {rulemodifier}
rulemodifier = (wheredefinition|whithindefinition|resultdefinition )
patterndefinition = [("STRICTSEQUENCE"|"STRICTPARTITION"|"SKIPTILLNEXT")]

"PATTERN" "{"eventstructure"}"
eventstructure = (eventspecification|eventsequence|

eventalternative|eventnegation)
eventsequence = "["eventstructure {"," eventstructure}"]"
eventalternative = "("eventstructure"|"eventstructure

{ "|" eventstructure}")"
eventnegation = "~" (eventspecification|eventsequence|eventalternative)
eventspecification = <event type> [eventlength] [":" <event name>]
eventlength = "["[(<start> ".." <end>|("<"|"="|">") <number>)]"]"
wheredefinition = "WHERE" "{"wherecondition {"," wherecondition}"}"
wherecondition = (fieldjoin|relation)
fieldjoin = "["<event field name>"]"
relation = value relationop value
value = fieldspec [operation fieldspec]
fieldspec = (<integer const>|<float const>|<event name>

(fieldspecevent|fieldspecarray))
fieldspecevent = "." <event field name>
fieldspecarray = "[" "]" "." ("len"|("avg"|"max"|"min") "."

<event field name>)
operation = ("+"|"-"|"*"|"/"|"&"|"|")
relationop = ("<"|"<="|"=="|">="|">"|"!=")
whithindefinition = "WITHIN" <time>
resultdefinition = "RETURN" ("SEQUENCE"|’{’ value { ’,’ value } ’}’ )

Table 1: Language for event pattern specification

The Windows Monitoring Kernel provides the basic event logging infrastructure. In-
stead of writing events to a logfile, the runtime environment handles events as they
occur. The event processing is based on deterministic finite automata which are de-
rived from a formal description of event constellations.

Event constellations can be specified using the grammar shown in table 1. The lan-
guage uses concepts from EventScript [1] and SASE+ [2]. An EPC (event processing)
file contains a sequence of epcstatements, which are either an eventdefinition or a
ruledefinition.

An eventdefinition is used to define the available event types and the structure
of the event data. Each event contains event header information (such as timestamps)
and event data fields (arbitrary information about the occurring event). Currently, the
EPC compiler parses a regular C header file with Windows Monitoring Kernel event
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definitions and extracts the event structure information. The datatypes of the event
data fields are saved to ensure typesafe usage of event data fields in other parts of the
EPC file.

After defining available event types, a set of rules can be specified in an EPC file.
Each rule definition contains at least a name and a pattern definition. Additionally,
the mode of rule processing (either synchronous or asynchronous) and additional rule
modifiers can be specified. The mode of a rule defines whether events are processed in
the execution context in which they occur (synchronous processing, blocks the activity
which causes the event) or not (asynchronous processing, no blocking). Rule modifiers
are used to fine-tune the rule definition, e.g. by specifying additional relations between
certain events or by setting a time limit for the pattern occurrence.

The basic elements of each pattern definition are either single events or arrays of
events. Single events are specified by giving an event type name, arrays are specified
by an event type name and “[]”. Optionally, length limitations can be specified in the
brackets, e.g. a[<5] defines that less than five events of type a are expected to match
the pattern.

Single events and arrays can be named by using a colon: type:name specifies a
named single event and type[]:name specifies a named array of events. These names
can be used e.g. in rule modifiers to compare specific event data fields.

Event patterns can be constructed analogous to regular expressions:

• An event sequence [a,b,c] defines that events of types a, b and c have to occur
subsequently in an eventstream to match the pattern.

• An alternative (a|b) defines that either an event of type a or an event of type b
is expected.

• A negation ~X specifies that a certain pattern X does not occur in the
eventstream.

These structure elements can be nested in arbitrary ways, e.g. [a,~[b,~c],(d|e)]
is a valid pattern specification. Repetitions of composed sub-patterns (kleene star
operators) are currently not supported - for repetitions of single events arrays can be
used.

Additionally to the event pattern structure, the pattern semantic has to be specified.
There are three different semantic modes for a pattern specification:

• STRICTSEQUENCE: all specified pattern elements occur in a strict sequence in the
combined eventstream containing all occurring events in the system.

• STRICTPARTITION: all pattern elements occur in a strict sequence in a sub-
eventstream (partition) containing only events of a specific execution context.

• SKIPTILLNEXT: no strict sequence of pattern elements is required, irrelevant
events are skipped.
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After specifying the event pattern, additional conditions can be defined. These con-
ditions allow to define relations between event data fields or to define join fields. In
the current prototypical implementation a single event data field or a pair of event data
fields can be combined and compared to another single event data field or pair of fields.
The common arithmetic and relation operators can be used. Special array operators
provide access to the number of array elements and the minimum value, the maximum
value, or the average value of the array elements. These basic operations are suffi-
cient for our proof of concept implementation. Support for arbitrary calculations might
be added in future versions.

Event data fields can be used as join fields by using square brackets, e.g.
WHERE {[name]}. This example specifies that all events used in the PATTERN state-
ment must contain a data field name and all matching events must have the same value
assigned to this field.

Join fields which are part of the execution context define a eventstream partition
that is considered in the STRICTPARTITION-semantic.

A rule can have a timeframe which defines the maximal difference between the
timestamp of the first detected event of a pattern and the final event. In our proto-
type, the timeframe can be defined based on the CPU cycle counter which is used
for event timestamping. Alternatively, time can be specified in seconds. The runtime
environment calculates the corresponding value for the CPU cycle counter.

The last element in a rule description is the RETURN-statement. There are two possi-
ble results a rule can provide: (1) the rule can return the whole event sequence which
matched the pattern, or (2) the rule can return a set of event data fields.

Concepts that are planned for extensions of the language are: (1) A DO-statement
for action specification which are executed immediately after a defined pattern is de-
tected. The set of useful actions and security aspects has to be investigated. (2) String
operations, e.g. for file name comparisons.

Following, an example for a pattern specification is given: The rule, shown in listing
1, can be used to detect lock contention, i.e. concurrent acquire operations for the
same synchronization object.

Listing 1: Detect lock contention

1 SYNCHRONOUS RULE lockcontention
2 SKIPTILLNEXT PATTERN { [lock:a, ~lock:b, lock:c] }
3 WHERE { [ObjAddress],
4 a.Operation == 1,
5 b.Operation == 0,
6 c.Operation == 1 }

This rule analyzes lock events which belong to the same synchronization object
(= the event field ObjAddress has the same value). The first lock:a event tries to
acquire the synchronization object (Operation is 1), the second lock:b event releases
the object (Operation is 0), and the third event also tries to acquire the object.

By negating the second event (i.e. the event must not occur in the eventstream)
the pattern can detect lock contention: a synchronization object can only be acquired
by one single thread, therefore a release operation can only be generated if the syn-
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chronization object was acquired successfully. If there is no contention on the synchro-
nization object, event lock:a and event lock:b are generated by the same thread and
the pattern detection aborts. If the release is not detected and another acquire event
occurs, it must be from a different thread and the lock is contented.

The exclusion of recursively acquired locks would require a more complex rule.
The rule is executed in a synchronous way, therefore the execution of the activity

that generates the lock:c event is blocked if the described pattern occurs. In such
cases the locking strategy might be adapted or an entry might be logged for later anal-
ysis.

The runtime environment consists of the following components: the compiler for
EPC specifications and a user-mode application which loads compiled rule definitions
into the system.

The compiler was implemented using the Coco/R2 framework. It compiles a rule
specification (compliant with the described grammar) into a deterministic finite au-
tomata. Due to space restrictions we omit details about the compilation process. Con-
verting regular expressions into automata is a well investigated topic.

Conditions and actions are assigned to automata transitions. Conditions are
checked to determine if the transition is valid at the current state of the automata,
considering the current event. E.g. the expected event type and the WHERE conditions
are checked via conditions. Actions are executed if the transition is actually chosen.
Actions might save specific data fields of the current event for later reference or modify
certain aspects of the runtime environment for the specific rule.

The binary representation of the automata is loaded by the runtime system. If an
event occurs, the runtime system identifies rules that are interested in the specific
event. The transition from the initial automata state to the next state (i.e. when the first
event relevant for the pattern occurs) starts an automata run.

Each run is represented in memory by a runtime state representation. The data
structure for runtime state representation is generated by the compiler. It contains the
current automata state, event field information (which is initialized by transition actions),
and information about results that is returned if a pattern is detected. These items can
be derived from the EPC script.

When a new event occurs, the event information is stored in an execution context
local buffer. That means e.g. that each thread has its own buffer for occurring events.
The event information is then fed into the event processor. The event processor man-
ages a global buffer for event data. This buffer contains event data that is relevant for
rule results and event data that does not require immediate processing.

First, the event processor checks if there are any synchronous rules waiting for the
new event. If this is the case, the event processor evaluates the specific rule automata.
Only if the event data is relevant for rule results (e.g. if the rule has to return the whole
event sequence), the event information is copied to the global event buffer. Secondly,
if there are any asynchronous rules waiting for the new event, the event data is copied
to the global event buffer (if not already done as a result of processing a synchronous
rule) and a reference is stored in the asynchronous event queue.

2http://www.ssw.uni-linz.ac.at/Research/Projects/Coco/
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Afterwards, the execution context local event buffer can be reused for the next event.
Events from the asynchronous event queue are processed by a special thread.

As already described, the runtime state of a specific rule encapsulates all informa-
tion relevant for a potential event pattern match. Each rule has its own memory pool
for such runtime state information. The pool size can be configured to either contain
a specific number of state information or to have a specific size. Then, the actual pool
size determines how many event pattern matches can be detected parallely.

This concept of memory pooling was chosen for the following reasons: (1) the
amount of memory required to process a specific rule is predictable, (2) allocating
and deallocating memory for runtime state information (which in general requires only
a few byte) is inefficient, and (3) allocating the memory before the start of rule process-
ing ensures that the required memory is indeed available.

The event processor-managed global buffer is subdivided into smaller buffer units.
Each of these units maintains a reference counter which describes how many event
data entries are still referenced by runtime state entries. If the reference counter
reaches zero, the particular buffer can be re-used to store event data.

Different heuristics are investigated to improve the performance of the runtime en-
vironment: (1) Adaptive event activation and deactivation. The runtime environment
can determine the set of events that is relevant for the loaded rules and for current
automata runs. By interacting with the instrumentation framework, the generation of
irrelevant events can be turned off to reduce system disturbance. (2) Evaluation or-
dering. The compiler generates deterministic automata, i.e. there is always exactly
one valid transition for a specific state and a specific event. Transitions and conditions
are evaluated sequentially. Based on probabilities of evaluation results, reordering the
evaluation sequences can lead to increased performance of rule processing.

The online processing of event streams offers the advantage that the eventstream
itself must not be stored to disk. Synchronous event processing allows blocking activ-
ities if they generate “bad” patterns. Furthermore, the runtime environment API pro-
vides functions which can be used to build self-aware applications, and to implement
concepts from autonomic computing. More details and examples can be found in [5].

5 Summary

Online processing of operating system kernel events can be used to detect specific
event constellations in the stream of events ocurring in the system. The possibility to
react to detected constellations (synchronously or asynchronously) can be utilized to
implement a variety of system adaptation policies - e.g. resources may be reassigned,
malicious activities can be blocked or deadlocks can be prevented.

The design of the operating system kernel integrated runtime environment for online
processing of event streams is the main contribution of my work. The proof of concept
implementation shows the feasibility and demonstrates different usage scenarios.
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Computational Analysis of Virtual Team
Collaboration in the Early Stages of

Engineering Design

Matthias Uflacker

matthias.uflacker@hpi.uni-potsdam.de

This report briefly outlines and motivates the content of my thesis, which is drawing
close to completion.

1 Summary of the Dissertation

The early stages of engineering projects are considered as the most critical phase of a
product lifecycle. They mark a vibrant, creative, and dynamic process at the outset of
conceptual design. Decisions made at this phase determine the rest of the engineering
process and any misconceptions and omissions have significant impact on the project
success [32]. Researchers are exploring factors for successful design collaboration
that encourage innovative potential, but appropriate observation methods are needed
to respond to the augmented virtualization and dispersion of team environments. How
can computer-mediated team interactions be efficiently captured and explored? Can
we further use this information to identify collaboration signatures that may indicate
beneficial or detrimental movements in the creation of new concepts?

The dissertation describes how virtual, unstructured, and heterogeneous design
team interactions can be captured to support the assessment and comparison of pro-
cess characteristics at real-time. It presents models, software technologies, and meth-
ods, which automate the collection of online collaboration activities and establishes
a central interface to actor and asset relationships over the course of time. A case
study in eleven distributed design projects suggests that this approach can point out
significant team performance indicators during the early stages of concept creation and
prototyping.

My research is structured into three phases. In the first phase, the work develops
a theoretical foundation and a service-oriented software implementation to provide a
platform for the computational capture of distributed online team activities. Team col-
laboration networks are introduced as a model to establish a generic foundation for
the graph-based, semantic representation of associations between actors and shared
information objects over time. A resource-oriented software system (d.store) provides
a service interface to describe and access team collaboration networks, and to explore
trends and signatures in the communication behavior of design teams.

In a second phase, the system is integrated into the concept development phases of
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eleven distributed, inter-disciplinary engineering projects over a period of eight month in
each case. The information sharing activities scanned in email archives, wiki spaces,
and public team folders are translated into team collaboration networks and provide
a basis for the visual and quantitative examination of communication structures and
evolving trends.

In a final research phase, the generated models are taken into a case study anal-
ysis of potential team performance indicators. Significant dependencies are revealed
between patterns in the email correspondence of the observed teams and self-reported
team satisfaction (R2 = 0, 48). Overall, the results of the analysis substantiate the ben-
eficial impact of design thinking principles in the early stages of engineering projects.
The findings suggest that those teams generally perform better, which put emphasis
on external communication (to end-users, etc.), internal information sharing (through
documentation), and diversity in the solution space (through iterative prototyping).

The dissertation merges recent trends in information system technology with pre-
vailing research questions in engineering design and design thinking. With the digital
footprint of team communication steadily growing, computational data acquisition rep-
resents a promising approach to improve empirical observation techniques in the study
of conceptual design. The contribution of this work is a flexible service platform to
conduct unobtrusive design process analysis and to create insights into virtual collabo-
ration practice during the front–end of innovation. Team collaboration networks provide
a configurable, semantic data layer for the temporal and structural analysis of commu-
nication signatures in distributed teams.

The results of the case study reveal a closer understanding of factors in computer-
mediated communication that are critical for success. In particular, it is shown that
communication structures in virtual design collaboration can serve as a surrogate for
qualitative aspects of the team performance. This is significant because it demon-
strates that objective collaboration metrics may indicate design team performance live
and in situ. With that, this work provides a foundation for present and future research
in design management and collaboration support.

2 Motivation

2.1 A Window on Conceptual Design Practice

Despite previous efforts to improve the assessment and transparency of performance-
relevant process characteristics at project run-time, a deeper understanding of the re-
quirements (i.e., how to monitor) and the relevant metrics (i.e., what to monitor) is
required. This work aims to further promote the field of automated design observations
by suggesting answers to both, the how and the what : it develops a novel approach
to the IT-supported measurement, processing, and analysis of online collaboration ac-
tivities and scrutinizes the expressiveness of the obtained data structures with regard
to indicating team performance. With the instantiation of appropriate sensors during
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the early stages of conceptual design, the research tries to improve the real-time1

evaluation capabilities for engineering processes and to generate new insights from
computational team observations.

2.2 Challenges for Design Research

The scientific exploration of what designers do when they do design relies on data
that is collected either directly by researchers observing the design process or indi-
rectly through a design proxy. Methods for direct data collection comprise ethnographic
studies such as the classification of visual or verbal design activity recordings and tran-
scripts [11,21]. Indirect data collection implies, e.g, the conduction of ex-post interviews
and the study of logbooks, documentation or designed artifacts to get insight into the
design process [19].

While both approaches to data collection introduce considerable costs and efforts
to the research, each comes with additional distinct drawbacks. Direct data collection
usually relies on a controlled environment, design laboratories, or artificial design tasks
that support thorough real-time observations of the design process. Indirect analysis,
on the other hand, can be criticized for its loss of accuracy and objectiveness that is
introduced by the mediating proxy. In distributed design scenarios, the costs of data
collection methods are even more aggravated, as multiple design locations and con-
current, individual activities need to be considered. The acquisition of data is ultimately
decelerated, allowing only for a retrospective analysis of the process, rather than taking
a live view on the researched subject.

As a result, field observations and experiments in design research are often coarse
or limited to a small number of samples. More efficient data collection approaches are
required to increase the resolution of embedded design observations. In this context,
the increasing proliferation of online information handling and digital design knowledge
repositories has been identified to provide worthwhile sources for design research [22].
How can this information be efficiently leveraged and what can we learn from it?

2.3 Challenges for IT Systems Engineering

Challenges in the design of IT systems to support design research stem from the com-
plexities in the targeted multi-user environment. These are defined by a framework of
requirements related to human behavior, organizations, and technology [15]. Concep-
tual design is inherently unstructured and ad-hoc, rendering the computational mea-
surement, comparison, and prediction of complex process variables idiosyncratic [8].
The possibilities for automated data collection and interpretation of team behavior are
naturally limited.

A second dimension of complexity is spanned by a constantly transforming tool
landscape in engineering design, which is and will remain heterogeneous. The unstruc-

1In respect of the ambivalent meaning of this notion, especially in computer science, real-time refers
here to the ability to collect and prepare data from user observations steadily and almost instantaneously,
i.e., within the range of minutes.
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tured and varying nature of team interaction in the different phases of design demands
for a diverse set of support tools with different strengths and characteristics. Currently,
it is common to evaluate technology-mediated team communication based on the ob-
servation of a single domain or communication channel only. However, any observation
and analysis focussed on a single communication tool or collaboration suite can com-
prise only fractional parts of the information handling. In order to complete the picture,
capabilities to centrally monitor and access a broader range of distributed and concur-
rent communication activities are needed. What are the characteristics of a computer
system to record, formalize and leverage those activities?

3 Studying Team Communication to Improve
Innovation Potential

The long-term objective of this research is ultimately shaped by the ambition to extend
knowledge about the conceptual design process and ways to increase their innovation
potential. The dissertation aims to contribute to this goal by improving design research
methodology with an instrument for the incessant capture and evaluation of online com-
munication activities.

3.1 Rationale

Building on previous works in design theory and shifting paradigms in IT-supported col-
laboration, three outside factors predominantly provide the underlying rationale for this
study. In the following, I argue that the way design project teams work, communicate,
and interact in a computer-mediated environment ultimately affects the potential of an
organization to grow and innovate. Therefore, IT-based communication demonstrates
a supplemental, yet important subject for design research.

3.1.1 Economic Growth Needs Innovation

The dynamics of economic life has always been influenced by wave-like movements,
many times triggered by new technology and innovation entering the market [18]. It is
generally accepted that innovation is a motor for economic growth and should therefore
be maximized [1]. Companies are constantly challenged with what has been described
by Joseph A. Schumpeter as creative destruction: the incessant generation of viable
solutions, products, or services, which is imperative to stay ahead and survive in a
global market [27].

It is necessary to understand how innovation occurs in order to systematically in-
crease innovative potential. The foundation for innovation is laid through new concept
creation during the ”fuzzy front-end of innovation” [16]. This front-end of innovation
is poorly understood and presents one of the greatest opportunities for improving the
innovation process [17,25]. Iterative methodologies such as user-centered design [23]
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and design thinking [3] have been shown to provide successful approaches to encour-
age the generation of new concepts during the front-end of innovation [10, 33]. At the
same time, there is little understanding of how design thinking or user-centeredness
can be measured and evaluated.

3.1.2 Innovation Needs Communication

Schoen [26] describes design as a reflective conversation with the materials of a de-
sign situation. He sketches design as the process of seeing-moving-seeing: inter-
preting and making sense of the world (seeing), performing actions to affect a de-
sired change (moving), and assessing the effects in the changed environment (seeing),
which causes further actions or the completion of the design cycle [4]. In a team-based
environment, the design situation is constantly manipulated in a social, interacting, and
collaborative manner. This perspective on design reveals the importance of commu-
nicating and sharing a precise picture of relevant design information to other process
participants. Having a holistic view on the fluctuating design situation in a team, i.e.,
achieving common ground among the stakeholders, is a crucial, yet challenging task in
engineering design [24].

The correlation between communication and the outcome of a design process has
been subject of many previous works. Essays such as Mythical Man-Month [2], Peo-
pleware [7], but also other more research oriented studies [9, 31] have shown over
and over that efficient team communication is a dominant factor for the well-being and
success of engineering projects. Recent studies of the design process [6, 30] further
suggest that communication within design teams is instrumental to successful design
activity. While it is generally accepted that communication is a critical factor for design,
only little is known about how certain communication behavior influences the outcome
quality.

3.1.3 Communication Needs IT

The increasing proliferation of software services in computer-supported co-operative
work (CSCW) and virtual collaboration has changed work environments and the way
people communicate and share information. Groupware applications have moved to
the Internet and the World Wide Web, providing an open interface to connecting people
and information. In fact, communicating over the Internet has become standard and in-
dispensable, especially in global organizations. About 62% of all employed Americans
have Internet access and virtually all of those (98%) use email on the job [13]. Web 2.0
services and other communication methods such as instant messaging are increas-
ingly moving into the workplace [29]. Storing and distributing project data in online
services creates an unequaled level of information availability. This expansion of online
instruments in the information handling and negotiation activities of design teams can
be leveraged to better understand communication structures during the early phases
of innovation. With the digital footprint of communication growing, computational ob-
servation and analysis methods for team processes become potentially more feasible
and powerful.
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3.2 Digital Traces as Surrogates for Communication Behavior

While the connections between economic growth, innovative potential, and communi-
cation are undisputed in literature, the correlations between the technical encoding of
online communication and its semantic value in a collaborative environment are rela-
tively unexplored. It is probably the most fundamental question in the computational
analysis and interpretation of unstructured communication, to what extent the technical
representation can serve as a surrogate in the interpretation of the original intent of a
message. This is a problem deeply rooted in the nature of communication itself. Shan-
non and Weaver [28] count it to the category of semantic problems: how precisely do
the observable symbols convey the desired meaning?

Recent studies give first evidence that data at the technical level of communication
might be an observable surrogate for the semantic intent [22]. If and how data in the
form of recorded interaction events could ultimately serve as an indicator of differences
in design team activity and innovative performance remains largely an open question.
If dependencies between observable patterns in team communication and the objec-
tive qualities of a design process can be identified, the envisioned instrument would
qualify itself as an improvement to design research methodology. The case study and
data analysis conducted later in this work sought to explore and interpret such correla-
tions. The question if and how this kind of observation itself effects the behavior of the
observed designers is interesting and relevant, but is outside the scope of this work.

4 A Service Approach to Real-time Communication
Analysis

The dissertation sought to expand the exploration window in empirical design research
by providing new capabilities for automated data collection and analysis. The focus
is on technology-enabled, distributed engineering design spaces, in which computer-
mediated team interactions are common and widespread. Responding to the diversity
of virtual collaboration environments, the work introduces a distributed approach to
capturing and measuring team interactions from miscellaneous online communication
streams. A set of software services provides the functionality to incrementally cap-
ture and query detailed communication properties. This establishes a central point of
access to the communication records and meta-information about how design teams
virtually communicate information over the course of a project.

4.1 Research Questions and Hypothesis

In the effort to construct, apply, and evaluate an automated, service-based approach to
design team observation, this work raises and answers three principal research ques-
tions.

Research Question 1. How can the chronological appearance of design team inter-
actions be modeled and represented in a computer-processable format?
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The computer-supported analysis of team collaboration requires the formalization
and recording of activities under observation. The first research question is asking for
an appropriate data structure, which is able to maintain a temporal representation of
the identified collaboration properties. The requirements for the formalization of gen-
erally informal activities are complex. To ensure applicability in the myriad of different
scenarios, the data structure cannot be designed for a particular predetermined envi-
ronment or project, nor must it interfere with the natural creative modes of the subjects
under study. This raises demand for a generic data schema, which supports the flexible
configuration of extensible, yet unambiguous semantics.

Research Question 2. What are the structural and dynamic properties of a software
system that facilitates the integration of concurrent communication capture and
analysis into dispersed design environments?

The second question addresses the architectural layout of a software system to
handle the formalization process and to provide capabilities for data inspection. The
system design clearly needs to respond to the peculiarities of prevailing design envi-
ronments without interfering with their existing setups. Multiple workspaces distributed
in time and space, concurrent team interactions and a diversity of media and group-
ware for virtual collaboration demand for a scalable solution. Service-orientation de-
fines an architectural paradigm to construct distributed and loosely coupled software
systems that promote integrability, flexibility, and reusability [12]. The instantiation of a
service-based software system to conduct computational observations and analyses in
distributed and heterogeneous design environments is new and unprecedented. What
services does this system need to provide and how can it be integrated into the design
process?

Research Question 3. Which communication patterns in conceptual design may serve
as observable surrogates for applied design thinking principles?

To scrutinize the value of the collected data for design research, the dissertation
tries to identify recurring characteristics that may stand for ‘designerly ways’ of inter-
acting during the creation of new concepts [5]. Design thinking is a methodology to
stimulate creativity and innovation in earl-stage engineering by integrating a set of prin-
ciples, attitudes, and methods into the design process [3]. How is design thinking
reflected in the online communication behavior of teams? Can we observe structural
properties (patterns) that indicate the observance of design thinking principles? Fo-
cusing on potential design thinking proxies in the captured communication activities
provides a meaningful starting point for the analysis of performance correlations. Re-
vealing such correlations through computational observation and analysis would en-
dorse the presented approach.

In the context of this research question, the following hypothesis is being formulated:

Hypothesis. The computational analysis of online communication in conceptual de-
sign processes can reveal quantitative characteristics that correlate with inde-
pendent team performance measures.
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Identifying a significant correlation between properties of the formalized communi-
cation behavior and independently measured team performance is a necessary, but not
sufficient requirement for the computational evaluation of design process qualities. Too
many indeterminable factors are influencing team performance, preventing a complete
and definite assertion by means of IT. However, correlations could provide indicators
for what is relevant and worth to observe in a design process. The presented solu-
tion would suggest itself for the implementation of a design management dashboard to
monitor those indicators at real-time.

4.2 Step 1: Development of a Model for Team Collaboration
Capture

The development of an appropriate data model to describe the individual communica-
tion activities of design teams is a necessary first step for the analysis. While the obser-
vation of technology-mediated design activities has been the subject of many previous
works, a more flexible and generic approach is required, which supports application in
the diversity of existing and future IT-supported design environments. The work intro-
duces team collaboration networks (TCN), a graph structure in which the occurrence,
attributes, and relationships of heterogeneous actors and information objects are repre-
sented over the course of a project. A system of team collaboration networks (TCN-S)
combines multiple network instances to support the conduction of parallel team obser-
vations. A TCN-S is organized by a set of domain- and network-specific ontologies to
support integration, re-usability, and comparison of individual network structures.

4.3 Step 2: Service Implementation & Testbed Integration

In a second step, the work introduces d.store, a resource-based implementation of a
TCN-S. The platform provides a rich API for the continuous recording and evaluation of
virtual collaboration activities in heterogeneous groupware applications. The services
were applied in an eight-month period of early stage concept creation in eleven engi-
neering design projects and used to collect data from email archives, wiki pages, and
online shared folders. The generated team collaboration networks provide the basis for
the upcoming exploration of the communication structures.

4.4 Step 3: Case Study in Team Performance Evaluation

Finally, a case study is conducted to evaluate the captured online activities in design
collaboration with the developed tools and to test the hypothesis. In the focus of this
analysis are patterns, which may reflect applied design thinking principles in the col-
lected data sets. In particular, the work seeks to identify structures in email and wiki-
based communication that correlate with the different, independent team performance
measures. Correlations would reveal potential indicators for beneficial or detrimental
process characteristics. With relevant, observable metrics in place, the d.store plat-
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form would legitimate itself as a foundation for team observations continuing research

in real-time design process evaluation and management.

5 Research Methodology

The three illustrated phases of this work are guided by the principles of research in

information systems (IS). The IS research framework developed by Hevner and March

[14] forms a symbiosis of design science and behavioral science, defining a bilateral

process to create knowledge and to contribute to a socio-technological environment.

This synergetic approach to information systems research is visualized in Figure 1.
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Figure 1: Research framework by Hevner and March [14].

Design science seeks to extend the boundaries of human and organizational capa-

bilities by creating new and innovative artifacts [14]. It attempts to create things that

serve human purpose [20]. This work’s purpose is to create a tool that supports design

researchers by enabling new observation and analysis capabilities. In this context, the

work starts with a detailed exploration of the environment in design research and prac-

tice. It identifies needs and requirements in the IT-based conduction, observation, and

analysis of innovation processes in conceptual design (1, Fig. 1). Building on existing
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instruments, models, and formalisms, the work continues with developing software ar-
tifacts to better address the identified needs in design research (2). A service-based
solution is presented, which provides a flexible system for capturing and leveraging
observed communication structures of design teams. The created models and tool
instantiations are evaluated in a case study with engineering design teams (3).

Behavioral science has its roots in natural science research methods. It seeks to
develop hypotheses and empirically justify theories that explain or predict organiza-
tional and human phenomena surrounding the use of information systems [14]. This
work conducts an analysis of the communication behavior of engineering teams (4,
Fig. 1). Addressing the organizational and technological environment of conceptual
engineering design processes, theories about the explanatory power of online commu-
nication structures are developed (5). With the data collected during the project case
studies, it is tested whether these structures can be used to predict independent team
performance measures (6).

6 Contribution

The contribution of this work to the field of design research is expected to entail benefi-
cial input to both, theory and praxis. This section shall briefly highlight the results of the
research process in terms of input to a common knowledge base and to the research
environment (cf. Figure 1).

6.1 Contributions to the Knowledge Base

With team collaboration networks, the work presents a solution to a research prob-
lem rooted in the formal requirements of computational models and the informality of
design processes. How can the unstructured collaboration activities in conceptual de-
sign be captured for a computer-based observation and real-time analysis? A system
of networks constitutes a configurable semantic model for representing and exploring
meta-information about the temporal relationships between actors and arbitrary infor-
mation assets in multiple design projects.

An analysis of communication artifacts that were scanned in different groupware
activities of real-live design teams shows that this approach is expedient. Correlations
between the observed online communication behavior and supporting performance
measurements could be demonstrated for the analyzed use cases, suggesting bene-
ficial impact of design thinking principles. In particular, a significant interdependency
between the results of a team performance diagnostic [34] and two independent vari-
ables in the email-based communication could be identified (R2 = 0, 48).

Other recent design research studies already build on the results of this work.
Skogstad [30] has developed new theory about how designers gain the insights needed
to create novel solutions and how reviewers can have both positive and negative effects
on the design process. Parts of the hypotheses have been tested with team collabora-
tion networks. Overall, the developed constructs for the observation of team communi-
cation provide a basis for achieving new insights into design aspects and performance-
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relevant properties of virtual collaborative processes. Future research projects may
build up on these foundations and refine the results through additional case studies
and improved software instantiations.

6.2 Contributions to the Environment

The work provides tools and techniques to design researchers that help to study the
ever-widening variety of technologies and phenomena that arise within distributed en-
gineering team activity. The d.store platform largely decouples the data collection pro-
cess from the actual analysis and allows for consistent and continuous observation.
The service-oriented design simplifies the automated recording of distributed commu-
nication data and expedites an unobtrusive integration of team work analysis into ex-
isting and future research projects. A novel approach to real-time team diagnostics is
established. The service platform also provide new capabilities for supporting design
teams. With a more precise understanding of performance-relevant indicators, real-
time awareness for potential drawbacks and process impediments is created. New
starting points for the design and implementation of improved tools and dashboards for
the management of design processes are created.
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Handling of Closed Networks in FMC-QE
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The following report summarizes the investigations for the handling of closed net-
works in FMC-QE. In a closed network, the population of service requests is fixed and
the external service time is zero. While the standard FMC-QE load generation model is
a good representation of many other real world scenarios, it is imprecise for this class
of models. In order to cope this problem, some investigations on solution methods for
closed networks have been done. As a result, the summation method, an iterative solu-
tion method for closed queuing network models, has been adapted to FMC-QE. In this
report, this adaption is explained. In examples, the summation method in FMC-QE is
compared to the standard FMC-QE M/M/m model and M/M/1/K models. For compara-
tive performance values, the investigated examples are also evaluated using classical
solution methods for closed queuing networks.

1 Introduction

In the following report, the performance predictions for closed queuing networks, mod-
eled and evaluated with Queuing Theory approaches are compared to the predictions
of the corresponding FMC-QE model and Tableau. Therefore, first, the networks are
modeled and analyzed with Queueing Theory techniques and later on, an FMC-QE
model and FMC-QE Tableaux are set up. It will be seen, that the standard FMC-QE
performance evaluation techniques are not a good approximation for this class of mod-
els. Therefore, FMC-QE will be extended in order to address this class of problems.

2 Closed Tandem Network

As a simple, but significant example, first, a tandem network consisting of two servers
connected to each other in a closed network is examined. First, the example is cal-
culated using standard Queuing Theory approaches, calculating the global balance
equations and solving of the linear equation system. Then the example is calculated
using the standard FMC-QE load model with an external service time of zero time units.
It will be seen, that there are too large approximation errors in this model. In a sec-
ond FMC-QE model, the performance values are calculated using an M/M/1/K model.
This model leads to correct solutions for this special case of a closed network, but in
order to compute the performance values, some results of the calculations had to be
known in advance. In the third FMC-QE model, the summation method [1] is adapted
to FMC-QE.
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2.1 Original Example

The original model, shown in figure 1 is defined in [2].

�1 �2

Figure 1: Closed Tandem Network - Original Model [2]

In this example, the two servers have exponentially distributed service times with
mean values of 5s (µ1 = 1

5

[
SRq1

s

]
) and 2,5s (µ1 = 1

2,5

[
SRq1

s

]
) and a FCFS service

discipline. There are 3 service requests in the network (nges = 3), which leads to the
state transition diagram shown in figure 2 [2]:

�2 �2

�1�1

�2

0,3

�1

3,0 2,1 1,2

Figure 2: Closed Tandem Network - State transition diagram [2]

In [2], the global balance equations are set up as:

p(3, 0)µ1 = p(2, 1)µ2,

p(2, 1)(µ1 + µ2) = p(3, 0)µ1 + p(1, 2)µ2,

p(1, 2)(µ1 + µ2) = p(2, 1)µ1 + p(0, 3)µ2,

p(0, 3)µ2 = p(1, 2)µ1.

(1)

This leads to the steady state probabilities [2]:

p(3, 0) = 0, 5333, p(2, 1) = 0, 2667, p(1, 2) = 0, 1333, p(0, 3) = 0, 0667. (2)

Using this steady state probabilities, the marginal probabilities are computed as [2]:

p1(0) = p2(3) = p(0, 3) = 0, 0667,

p1(1) = p2(2) = p(1, 2) = 0, 1333,

p1(2) = p2(1) = p(2, 1) = 0, 2667,

p1(3) = p2(0) = p(3, 0) = 0, 5333.

(3)

After computing these probabilities, the performance values, starting with the uti-
lization ρi, are derived as [2]:

ρ1 = 1− p1(0) = 0, 9333, ρ2 = 1− p2(0) = 0, 4667. (4)

The arrival rates (throughput in the closed network) are then derived as [2]:

λ = λ1 = λ2 =
rho1

µ1

=
rho2

µ2

= 0, 1867

[
SRq

s

]
. (5)
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2 CLOSED TANDEM NETWORK

The mean number of service requests ni are [2]:

n1 =
3∑

k=1

k ∗ p1(k) = 2, 2667 [SRq1] , n2 =
3∑

k=1

k ∗ p2(k) = 0, 7333 [SRq2] . (6)

The mean response times Ri are [2]:

R1 =
n1

λ1

= 12, 1429[s], R2 =
n2

λ2

= 3, 9286[s]. (7)

2.2 M/M/1 Approximation

The corresponding FMC-QE model is shown in figure 3.
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(a) Service Request Structure
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(b) Server Structure
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(c) Dynamic Behavior

Figure 3: Closed Tandem Network - FMC-QE Model

In a first approximation for this closed network, the performance values are derived
in an FMC-QE Tableau with M/M/1 servers:

ni, q =
ρ2

1− ρ

ni, s = ρ

ni =
ρ

1− ρ

(8)
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and an external time Xext = 0 (the arrival rate λ was adjusted till Xext = 0 for
nges = 3). This tableau is shown in table 1.

Table 1: Closed Tandem Network - M/M/1 Tableau (also in Appendix)
nges

[1]

λbott
[1]

f
λ[1]

[bb] i pparent(i),i vparent(i)
[bb-1] vi,int [bb] vi

[bb] λi
[bb] mparent(i)

[bb-1] mi,int
[bb] mi

[bb] Mpxi Xi
[bb] mi,mpx

[bb] μi
[bb] ρi

[bb] ni,q
[bb] ni,s

[bb] ni
[bb] Ri

[bb]

3 1 1,00 1 1 1 0,1420 1 1 1 2 2,5000 1,0000 0,4000 0,3551 0,1955 0,3551 0,5505 3,8763
3 2 1,00 1 1 1 0,1420 1 1 1 1 5,0000 1,0000 0,2000 0,7101 1,7394 0,7101 2,4495 17,2474
1 3 1,00 1 1 1 0,1420 1 1 1 0,2000 1,9348 1,0652 3,0000 21,1237
1 4 1,00 1 1 1 0,1420 1 1 1 0,0000 ###### 0,0000 0,0000 0,0000

j mj Xj
[1]

1 1 2,5000
2 1 5,0000Server 2

Multiplexer Section
Namej

Server 1

Request Executer
Request Generation Client

Sub-Request 1 Executer 1

SRqi
[bb] Serveri

[bb]

Sub-Request 2 Executer 2

0,1420

Service Request Section Server Section Dynamic Evaluation Section

Experimental Parameters
3

0,2000
0,7101

The approximation errors (relative error δxi = ∆xi

x
[3]) in the prediction of the overall

arrival rate:

λGlobalBalanceCalculation = 0, 1867, λM/M/1 Approx. = 0, 1420

δλ =
|λGlobalBalanceCalculation − λM/M/1 Approx.|

|λGlobalBalanceCalculation|
= 0, 239

(9)

and the response times of the servers (especially R1):

R1,GlobalBalanceCalculation = 12, 1429, R1,M/M/1 Approx. = 17, 2474,

R2,GlobalBalanceCalculation = 3, 9286, R2,M/M/1 Approx. = 3, 8763

δR1 =
|R1,GlobalBalanceCalculation −R1,M/M/1 Approx.|

|R1,GlobalBalanceCalculation|
= 0, 296

δR2 =
|R2,GlobalBalanceCalculation −R2,M/M/1 Approx.|

|R2,GlobalBalanceCalculation|
= 0, 013

(10)

are very high, because in this solution, the number of service requests in the system
is only a mean number derived by calculations for open networks and not a constant
value as usually for closed networks.

2.3 M/M/1/K Model

In a second calculation, the two servers are represented by M/M/1/K servers with a
capacity of K = 3 and so the server formulas are:

10-4 Fall 2009 Workshop



2 CLOSED TANDEM NETWORK

ρi =
λi

µi

ni,q =

 ρi

1−ρi
− ρi(KρK

i +1)
1−ρK+1

i

ρi 6= 1
K(K−1)
2(K+1)

ρi = 1

ni,s =

{
1− 1−ρi

1−ρK+1
i

ρi 6= 1

1− 1
K+1

ρi = 1

ni =

{
ρi

1−ρi
− K+1

1−ρK+1
i

ρK+1
i ρi 6= 1

K
2

ρi = 1

(11)

In this tableau, shown in table 2, the different arrival rates λi are adjusted using the
overall arrival rate λ and the traffic flow coefficients vi in order to fit with the value 0, 1867
of the original example [2], calculated via the global balance equation.

Table 2: Closed Tandem Network - M/M/1/K Tableau (also in Appendix)
nges

[1]

λ[1]

[bb] i pparent(i),i vparent(i)
[bb-1] vi,int 

[bb] vi
[bb] λi

[bb] λi,eff
[bb] mparent(i)

[bb-1] mi,int
[bb] mi

[bb] Mpxi Xi
[bb] mi,mpx

[bb] μi
[bb] ρi

[bb] ni,q
[bb] ni,s

[bb] ni
[bb] Ri

[bb]

3 1 1,00 1 0,5 0,5 0,2000 0,1867 1 1 1 2 2,5000 1,0000 0,4000 0,5000 0,2667 0,4667 0,7333 3,9286
3 2 1,00 1 1 1 0,4000 0,1867 1 1 1 1 5,0000 1,0000 0,2000 2,0000 1,3333 0,9333 2,2667 12,1429
2 3 1,00 1 1 1 0,4000 0,1867 1 1 1 0,2000 1,6000 1,4000 3,0000 16,0714
1 4 1,00 1 1 1 0,4000 1 1 1 0,0000 ##### 0,0000 0,0000 0,0000

j mj Xj
[1]

1 1 5,0000
2 1 1,2500

Client

SRqi
[bb]

Request

Sub-Request 2

Dynamic Evaluation Section

Executer 1

Serveri
[bb]

Executer

Executer 2

Server Section

0,4000

Experimental Parameters
3

Server 2
Server 1
Namej

Multiplexer Section

Service Request Section

Sub-Request 1

Request Generation

In this special case of this tandem network, the performance values are exactly the
same for the M/M/1/K model and the calculation via the global balance equations, but
this in not true for every closed network (in the second example of this section the
values are not correct) and for the calculation of this model, the results (especially the
arrival rates) had to be known in advance in order to adjust the traffic flow coefficients
for this model or a more complex equation system had to be solved in order to retrieve
the results. In this closed tandem model, the effective arrival rates:

λi,eff =

λ

(
1− 1−ρi

1

ρK
i

−ρi

)
ρi 6= 1

λ
(
1− 1

K+1

)
ρi = 1

(12)

had to be the same for every server. So the arrival rates λi had to be adjusted
through the traffic flow coefficient λi = vi∗λ. Also the overall number of service requests
in the system nges, with:

ni =

{
ρi

1−ρi
− K+1

1−ρK+1
i

ρK+1
i ρi 6= 1

K
2

ρi = 1
(13)

and
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nges =
2∑

i=1

ni (14)

had to be 3[SRq] (nges = 3[SRq]). For this proof-of-concept tandem network, the
M/M/1/K model was of course calculable, but for larger networks, this model and cal-
culation is not feasible.

2.4 Summation Method

In FMC-QE, the arrival rate is an input parameter and the number of service requests
in the system are a result. In closed systems, this is normally the opposite, so classical
approaches do not fit. The summation method [1] are an exception, while there, the
arrival rate is also an input parameter in a closed model.

In the summation method, the mean number of service requests in each node are
a function of the throughput of the node [2]:

ni = fi(λi). (15)

[1] propose the following formulas for fi(λi) [2]:

fi(λi) =


ρi

1−K−1
K

ρi
, T ype− 1, 2, 4 (mi = 1),

miρi + ρi

1−K−mi−1

K−mi
ρi

pi(mi), T ype− 1 (mi > 1),

λi

µi
, T ype− 3.

(16)

with the utilization [2]:

ρi =
λi

miµi

(17)

and the waiting probabilities (for Type-3 Server, mi > 1) [2]:

pi(mi) =


mi! (1− ρi)

mi−1∑
k=0

(miρi)
k

k!

(miρi)
mi

+ 1


−1

(18)

The function fi(λi) is correct for Type-3 servers (infinite servers) and an approxima-
tion for Type-1,2 and 4 [2].

If fi is given for every basic server station (number of basic server stations = I) in
the network, the overall number of service requests in the system is given by [2]:

I∑
i=1

ni =
I∑

i=1

fi(λi) = K (19)

and including the traffic flow coefficients vi, the overall number of service requests
in the system is a function of the arrival rate [2]:
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2 CLOSED TANDEM NETWORK

I∑
i=1

fi(viλ) = g(λ) = K. (20)

For the usage of the summation method in the Tableau, the basic server formulas
are substituted by the summation formulas (16) and then the solution is derived in an
iterative calculation, modified from [2]:

While the desired bottleneck utilization f (λ = f ∗ λbott) is 0 for the lower bound of
the arrival rate and 1 for the upper bound (arrival rate λ = bottleneck throughput λbott),
the bounds are fl = 0 and fu = 1 in the first step. (desired bottleneck utilization f 6= fi)

Then in the second step, f = fl+fu

2
and the tableau is solved. If the overall number

of service requests in the system are K ± ε, then the solution is found, else the bounds
are set to

• fu = f if the overall number of service requests in the system is greater than K
and

• fl = f if the overall number of service requests in the system is smaller than K.

and then the next iteration starts with the second step.
Table 3 shows the corresponding Tableau of the closed tandem network example.

Table 3: Closed Tandem Network - Summation Method Tableau (also in Appendix)
nges

[1]

λbott
[1]

f
λ[1]

[bb] i pparent(i),i vparent(i)
[bb-1] vi,int [bb] vi

[bb] λi
[bb] mparent(i)

[bb-1] mi,int
[bb] mi

[bb] Mpxi Xi
[bb] mi,mpx

[bb] μi
[bb] ρi

[bb] ni,q
[bb] ni,s

[bb] ni
[bb] Ri

[bb]

3 1 1,00 1 1 1 0,1829 1 1 1 2 2,5000 1,0000 0,4000 0,4572 0,2005 0,4572 0,6577 3,5961
3 2 1,00 1 1 1 0,1829 1 1 1 1 5,0000 1,0000 0,2000 0,9144 1,4279 0,9144 2,3423 12,8078
1 3 1,00 1 1 1 0,1829 1 1 1 0,2000 1,6284 1,3716 3,0000 16,4039
1 4 1,00 1 1 1 0,1829 1 1 1 0,0000 ##### 0,0000 0,0000 0,0000

j mj Xj
[1]

1 1 2,5000
2 1 5,0000

Server 1
Server 2

Req. Generation Client

Multiplexer Section
Namej

Sub-Request 1 Executer 1
Request Executer

SRqi
[bb] Serveri

[bb]

Sub-Request 2 Executer 2

0,1829

Service Request Section Server Section Dynamic Evaluation Section

Experimental Parameters
3

0,2000
0,9144

The approximation errors in the prediction of the overall arrival rate and the re-
sponse times of the servers are:

λGlobalBalanceCalculation = 0, 1867, λSUM Approx. = 0, 1829

δλ =
|λGlobalBalanceCalculation − λSUM Approx.|

|λGlobalBalanceCalculation|
= 0, 0204

R1,GlobalBalanceCalculation = 12, 1429, R1,SUM Approx. = 12, 8078,

R2,GlobalBalanceCalculation = 3, 9286, R2,SUM Approx. = 3, 5961

δR1 =
|R1,GlobalBalanceCalculation −R1,SUM Approx.|

|R1,GlobalBalanceCalculation|
= 0, 0548

δR2 =
|R2,GlobalBalanceCalculation −R2,SUM Approx.|

|R2,GlobalBalanceCalculation|
= 0, 0846

(21)
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3 Closed Central Server Example

The second example is a classical CPU - Disk(s) closed model (Closed Central Server).
In this part, a solution following the Theorem of Gordon and Newell [4] is compared to
the FMC-QE summation method.

3.1 Original Model

The original example is the example 4.3-2 in [5], re-engineered in figure 4.

�1

�2

�3

p1,2=0,4

p1,3=0,5

p1,1=0,1

CPU

Disk1

Disk2

Figure 4: Closed Central Server Example - Original Model Reengineered

In [5] the model was calculated using the Theorem of Gordon and Newell [4]. For
a system with three Service Requests inside (K = 3[SRq]) the calculations lead to the
following results [5] (recalculated manual and using WinPEPSY [6]1 for higher preci-
sion):

e1 = 1, 000, e2 = 0, 400, e3 = 0, 500,
ρ1 = 0, 6939, ρ2 = 0, 3469, ρ3 = 0, 6939,
D1 = 0, 3469, D2 = 0, 1388, D3 = 0, 1735,
n1,q = 0, 5714, n2,q = 0, 1224, n3,q = 0, 5714,
n1,s = 0, 6939, n2,s = 0, 3469, n3,s = 0, 6939,
n1 = 1, 2653, n2 = 0, 4693, n3 = 1, 2653,
R1 = 3, 6471, R2 = 3, 3824, R3 = 7, 2941,

R = 8, 6471

(22)

3.2 FMC-QE Model

In the corresponding FMC-QE model, shown in figure 5, some transformations have
been done. The different steps will not be shown here in detail, but these were a
transformation to a Petri Net, the integration of the external load generation, a feed-
forward - feed-backward transformation for the loop around the CPU, a hierarchy for
the disk branch and another hierarchy for the whole service request.

The corresponding Tableau in table 4 shows the performance predictions of the
FMC-QE model.

1http://www7.informatik.uni-erlangen.de/ prbazan/pepsy/
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3 CLOSED CENTRAL SERVER EXAMPLE
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(c) Dynamic Behavior

Figure 5: Closed Central Server Example - FMC-QE Model

Fall 2009 Workshop 10-9



Handling of Closed Networks in FMC-QE

Table 4: Closed Central Server Example - Tableau (also in Appendix)
nges

[1]

λbott
[1]

f
λ[1]

[bb] i pparent(i),i vparent(i)
[bb-1] vi,int 

[bb] vi
[bb] λi

[bb] mparent(i)
[bb-1] mi,int

[bb] mi
[bb] Mpxi Xi

[bb] mi,mpx
[bb] μi

[bb] ρi
[bb] ni,q

[bb] ni,s
[bb] ni

[bb] Ri
[bb]

3 1 0,56 1,000 1,000 0,556 0,1724 1 1 1 3 4,0000 1,0000 0,2500 0,6895 0,5866 0,6895 1,2762 7,4031
3 2 0,44 1,000 1,000 0,444 0,1379 1 1 1 2 2,5000 1,0000 0,4000 0,3448 0,1029 0,3448 0,4477 3,2461
2 3 1,00 1,000 1,000 1,000 0,3103 1 1 1 0,4500 0,6895 1,0343 1,7238 5,5556
3 4 1,00 1,000 1,111 1,111 0,3448 1 1 1 1 2,0000 1,0000 0,5000 0,6895 0,5866 0,6895 1,2762 3,7016
2 5 1,00 1,000 1,000 1,000 0,3103 1 1 1 0,4500 0,5866 0,6895 1,2762 4,1128
1 6 1,00 1,000 1,000 1,000 0,3103 1 1 1 0,4500 1,2762 1,7238 3,0000 9,6684
1 7 1,00 1,000 1,000 1,000 0,3103 1 1 1 0,0000 ###### 0,0000 0,0000 0,0000 0,0000

j mj Xj
[1]

1 1 2,2222
2 1 2,2222
3 1 1,1111Disk2

Multiplexer Section
Namej

CPU
Disk1

Transaction Transaction Executer
Transaction Generation Client

Calculation Request Calculator
Reliable Calculation Req. Reliable Calculator

Write Request 1 Disk1 Writer
Data Writing Request Data Writer

SRqi
[bb] Serveri

[bb]

Write Request 2 Disk2 Writer

0,3103

Service Request Section Server Section Dynamic Evaluation Section

Experimental Parameters
3

0,4500
0,6895

The approximation errors (relative error δxi = ∆xi

x
[3]) at the server level are very

small (except the runaway value n2,q for which the error is still under 16%):

δρ1 = 0, 0063, δρ2 = 0, 0061, δρ3 = 0, 0063,
δD1 = 0, 0061, δD2 = 0, 0065, δD3 = 0, 0063,
δn1,q = 0, 0266, δn2,q = 0, 1593, δn3,q = 0, 0266,
δn1,s = 0, 0063, δn2,s = 0, 0061, δn3,s = 0, 0063,
δn1 = 0, 0086, δn2 = 0, 0460, δn3 = 0, 0086,
δR1 = 0, 0149, δR2 = 0, 0403, δR3 = 0, 0149.

(23)

On the net level (R and D), the approximation error seems very high at the first mo-
ment, but in the FMC-QE model the repetition of the calculation (loop around the CPU)
is transformed into a higher traffic flow within the Reliable Calculation. The arrival rate
at the highest level is 1

1 1
9

lower than in the original model, which is just another inter-
pretation of the model and not an error. So with this ”normalization”, the approximation
errors are:

δD = 0, 0061, δR = 0, 0063. (24)

4 Conclusions

The first two approaches of the integration of closed Queuing Networks into FMC-QE,
more precisely the approximation using M/M/m servers and an external service time
of zero time units, as well as the second model of M/M/m/K servers, were either to
imprecise or inapplicable. But the third approach, the integration of the summation
method [1, 2] into FMC-QE, explained and exemplified in this report, extends FMC-
QE to the class of closed Queuing Networks, providing an iterative algorithm and good
approximation for closed systems. The approximative errors in the examples, evaluated
using the summation method, are, except for the runaway value n2,q in the second
example, within the maximal error of 15% as descibed in [1] and often even better than
the average error of 5% for the number of service requests and the response time also
described in [1]. The values for the throughput deliver also precise values as descibed
in [1].
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Appendix

Table 5: Closed Tandem Network - Tableaux
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Table 6: Closed Central Server Example - Tableau
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Architectures
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Service-oriented Architectures (SOA) facilitate the provision and orchestration of
business services to enable a faster adoption to changing business demands. Web
services provide a technical foundation to realize this paradigm and support a variety of
different security mechanisms and approaches. Security requirements are codified in
Web Service policies that control the service’s behavior in terms of secure interactions
with other participants in an SOA.

To facilitate and simplify the generation of enforceable security policies, I foster a
model-driven approach based on the modelling of security intentions in system design
models. These security intentions are translated to my security meta-model for SOA
that is used to generate Web Service policies.

This report summarizes my research work of the past six month that has been fo-
cused on the modelling of security requirements. I defined SecureSOA as a security
design language that enables the definition of security intentions for SOA. In this re-
port, the abstract syntax and notion of SecureSOA are introduced. In addition, the
schema is described that has been chosen to integrate SecureSOA in any system de-
sign language. As an example, I will demonstrate the integration of SecureSOA in
Fundamental Modelling Concept (FMC) Block Diagrams.

1 Introduction

IT-infrastructures have evolved into distributed and loosely coupled service-based sys-
tems that are capable to expose company’s assets and resources as business ser-
vices. To implement this paradigm, the Web Service specification provide a technical
foundation based on XML-messaging. In addition, Web Services facilitate the usage
of different security pattern, mechanisms and algorithms to secure the interaction be-
tween the participants in an Service-oriented Architecture. These specifications enable
the enforcement of security goals such as confidentiality, integrity, authentication and
identification in a Web Service-based system.

Web Service policies (WS-Policy and WS-SecurityPolicy) are used to state these
security requirements on a technical layer concerning the usage of Web Service spec-
ifications such as WS-Security. They are deployed at Web Services that have to en-
force these requirements. In addition, polices enables services to communicate re-
quirements to its service consumers in order to inform about e.g. required identity
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information, trusted parties or required mechanisms to secure exchanged information.
However, Web Service policies are complex, hard to understand and even harder

to codify. To simplify security configurations of Web Services, tool support is offered by
all major Web Service platforms. These platforms provide preconfigured policies that
can be selected using profiles or bindings. However, this approach requires developers
to have some security knowledge, since an appropriate binding has to be choosen and
additional security related configurations might still be necessary. In addition, these
tools do not take the overall system architecture into consideration.

To overcome this limitation and to enable a simplified generation of security poli-
cies, I foster a model-driven approach that integrates simple security intentions in SOA
system models. SOA system models provides an abstract view on different aspects
such as participants, information, and workflows. The integration of security intentions
enables a modeller to state basic requirements on a technically independent level. For
instance, specific information can be annotated as confidential or services might re-
quire a specific set of trustworthy identity information, e.g. credit card information.

Modelling security has been a research topic in the recent years. Several ap-
proaches emerged [6, 10], but none of them is suitable to express simple security
intentions that could easily be integrated in different modelling languages.

In [2] Basin and Lodderstedt introduce SecureUML that provides a security design
language to describe role-based access control and authorisation constraints. In ad-
dition, they describe a general schema to integrate security modelling languages into
arbitrary system design languages.

I have adapted this schema to provide a security modelling language that enables
the definition of security intentions in SOA. This language is called SecureSOA and
is the foundation of my model-driven approach. Security intentions modelled in a lan-
guage based on SecureSOA are translated to my meta-model for Security in SOA that
has been introduced in [7]. This translation is driven by security pattern as described
in [8]. Finally, the security requirements defined in the meta-model are used to generate
enforceable WS-SecurityPolicy.

The structure of this report is as follows. In Section 2 I will outline my model-driven
approach for SOA. Section 3 introduces my concept to enhance design modelling lan-
guages with security intentions, while SecureSOA is described as a security design
language to model these intentions in the next Section. A SecureSOA dialect based
on FMC is introduced in Section 5. The next Section presents a use case that is mod-
elled using the dialect. Section 7 presents related work, while Section 8 concludes the
report.

2 Model-driven Security in SOA

My model-driven approach should enable SOA Architects to state security intentions at
the modelling layer and to facilitate a generation of enforceable security configurations
[7]. As illustrated in Figure 1, my approach consist of three layers.

To state security requirements, I foster an annotation of system design models e.g.
FMC block diagrams or BPMN models with security intentions that are defined by my
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Figure 1: Model-driven Security in SOA

security modelling language SecureSOA. These languages are combined in a mod-
elling dialect that combines modelling elements from both languages, as described in
the next section. The modelled security intentions represent security goals that must
be enforced and refer to a security profile. Profiles are used to abstract from technical
details that should be hidden from the modeller. Instead of specifying, for instance,
the algorithms, key strength and other technical details, the modelled instance of an
intention refers to a profile that provide this information.

However, intentions and profiles are not sufficient to generate security policies,
since additional technical information are required. Therefore, I defined a security
constraint model that is used to capture these technical details. Information at the
modelling layer are gathered and translated to this model.

To perform the transformation from security intentions to security constraints, fur-
ther knowledge might be needed. Expertise knowledge might be required to determine
an appropriate strategy to secure services and resource, since multiple solutions might
exists to satisfy a security goal. For example, confidentiality can be implemented by se-
curing a channel using SSL or by securing parts of transferred messages. To describe
these strategies and their preconditions in a standardised way, I foster the usage of
security patterns as described in [8]. Security patterns have been introduced by Yoder
and Barcalow in 1997 [13] and are based on the idea of design patterns as described
by Christopher Alexander [1]. Based on this work, I defined a formalised system of
security configuration patterns that describes patterns for each security intention and
that is used to resolve appropriate set of security constraints.

The final step in my model-driven approach is the transformation of security config-
uration into enforceable security policy languages, depending on the capabilities of the
target environment.

3 Modelling Security Intentions for SOA

To integrate security intentions in system design languages, an enhancement of these
languages is required. In general, three approaches can be distinguished to implement
such an enhancement:
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1. Light-weight extensions – The easiest way to enhance a particular system de-
sign language is the usage of extension points provided by the languages itself.
For instance, UML provides stereotypes (enhances the semantics of modelling
elements) and tags (name/value pair) to extend UML modelling elements. Light-
weight UML extensions are used by UMLsec to express security requirements.

The advantage of using extension points is the simplified integration of security
requirements in existing modelling tools. However, the visualisation of compli-
cated security requirements might get confusing. Moreover, not all modelling
languages define extension points to enhance modelling elements.

2. Heavy-weight extensions – Another approach to enhance modelling languages is
based on the extension of its meta-model. For example, this approach is used
by Rodrı́guez to define his security extensions for BPMN and UML [10]. The fact
that the definition and integration of security requirements is done specifically for
a particular system design modelling language based on its meta-model is one
major disadvantage of this approach.

3. Defining a new language – To avoid the drawbacks mentioned above, a new
modelling language can be defined. This modelling language integrates security
elements and contain specific redefined elements of the system design modelling
language.

SecureUML uses this approach to model security requirements as an integral
part of system models. Therefore, Basin and Lodderstedt described a generic
approach to create a new security design languages by integrating security mod-
eling languages into system design modelling languages as described in [2].

The advantage of the schema described by Basin and Lodderstedt is its flexibility.
A security modelling language can be defined once with certain extension points and
than be integrated into different design modelling languages. The resulting language is
called a modelling dialect.

I have adopted this approach to model security intentions as shown in Figure 2.
The schema consists of the following parts:

1. A security modelling language is used to express security requirements for a spe-
cific purpose. While SecureUML provides a security modelling language to model
authorization constraints, I have defined SecureSOA that enables a modelling of
security intentions for Web Services.

2. The structure of a system is described using a system design modelling lan-
guages. While different types of modelling languages can be used, my approach
is based on FMC Block diagrams that is used to visualise system architectures.

3. Both languages are integrated by merging their vocabulary using the extension
points of the security modelling language. The resulting language is called a
dialect.
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Figure 2: schema for constructing security design languages

In order to provide extension points, the security modelling language has to for-
malise entities that are subject of the security requirements and that can be identified
in the system design models as well. For example, I formalise participants in an SOA
such as services as objects that participate in an interaction by exchanging informa-
tion. The security intentions defined in my security language state requirements that
refer to a particular object or information. FMC visualises system architectures that
are composed of agents communicating over a channel. Therefore, each agent is an
object and can be integrated using subclassing.

4 Secure SOA - a security design language for SOA

SecureSOA enables a modelling of security intentions for Web Service-based systems
and is defined by a MOF-based meta-model. The concrete syntax (notion) is defined
using UML profiles.

The SecureSOA meta-model [7] consist of two parts. The meta-model for SOA
introduces the basic entities in my model and their relationships to describe interactions
in a Service-oriented Architecture. Based on this model, a model for security intentions
is provided as well.

4.1 A metamodel for SOA

As introduced in [11], one of the basic entities in my model is an object that consists
of a set of attributes and can participate in an interaction, see Figure 3. An interaction
is always performed on a medium that is connected to the objects. For instance in the
scope of Web Services, an object could be a Web Service client or a Web Service
itself. In addition, each interaction also involve the exchange of information.

To enable a detailed description of Web Service messaging, I model transferred
information as data transfer objects as introduced by Fowler in [3]. Figure 4 shows
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Figure 3: The Security Base Model

the adaptation of this concept to my model. A data transfer object represents seri-
alised information and is an information itself. However, it can also contain information.
This recursive structure facilitates the description of SOAP messages and its message
parts. In addition, Figure 4 visualises the mapping to the SOAP message structure
as defined in the SOAP messaging framework specification [4]. A SOAP envelope is
a data transfer object that can contain different message parts that are data transfer
objects itself.

Figure 4: Messaging in SOA

Moreover, a data transfer object has a target and an issuer. This reflects that a
data transfer object can be send over several objects acting as intermediaries. There-
fore, issuer and target do not have to correspond necessarily to the objects that are
involved in an interaction exchanging a data transfer object. In the scope of Web Ser-
vice technology, WS-Addressing [5] would be used to represent the issuer and target
in a SOAP-message by including a SOAP header that is also a data transfer object.

4.2 Modelling Security Intentions

Security intentions are defined specifically for one security aspect in terms of Web Ser-
vice security and are related to one or more security goal. I have defined the following
set of security intentions: User Authentication, Non-Repudiation, Identity Provisioning,
Data Authenticity, Data Confidentiality, and Trust. Data Confidentiality, for instance, re-
quires the security goal confidentiality for a particular piece of information, while identity
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Figure 5: Modelling Security Intentions

provisioning states that the trustworthy identification and authentication of a user at a
particular object is required. However, SecureSOA is not limited to this constraints and
supports custom enhancements by adding additional security intentions.

As shown in Figure 5, each security intention is related to a security profile. The
fundamental idea is to hide technical details at the modelling layer. The modeller should
not be bothered with details such as security algorithms and mechanisms that are used
to enforce this intention. This set of information is predefined in a security profile and is
referenced by the security intention. Moreover, security intentions state requirements
for a specific subject that is either an object or a data transfer object. Therefore, each
security intention has an intention subject. Object intentions refer to an object, while
information intentions refer to a data transfer object.

5 A SecureSOA dialect based on FMC

SecureSOA offers the possibility to express security intentions in various modelling
languages. I have chosen FMC Compositional Structure Diagram (Block Diagram)
to visualise software systems with security annotations, since FMC offers a suitable
foundation to describe an SOA on a technical layer in terms of the involved participants
and their communication channels.

Figure 6: FMC Meta-Model
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The FMC meta-model is depicted in figure 6. Agents interact by performing read or
write operations on a channel.

To integrate SecureSOA in FMC, the entities in FMC have to be mapped to its
corresponding entities in SecureSOA. As aforementioned, the easiest way to perform
the integration is to subclass elements in SecureSOA. Object is subclassed by Agent,
while information is subclassed by value. However, there is no corresponding element
in FMC that can be mapped to service, client, sts and data transfer object, although
their parents have been mapped to entities in FMC. To integrate these elements, it is
necessary to add new elements to the meta-model of the dialect that subclass related
elements in FMC and SecureSOA, as shown in Figure 7.

Figure 7: FMC Meta-Model

Finally, the element interaction has to be mapped to FMC. Subclassing will not work
as integration technique, since interaction is not just a channel in FMC. It is composed
of a channel in combination with an operation that is performed on this channel. There-
fore, associations and an OCL-Constraint must be defined to perform the integration.

6 Example

The following section introduces a common claim-based service composition scenario
as shown in Figure 8.

The order scenario contains an order process, in which a user is requesting goods
using an online store web application. This application invokes a composed order ser-
vice that uses two external services; a payment and a shipping service. The payment
service represents an external service which handles the payment of the order pro-
cess. In order to do so, the service needs payment information including a payment
amount and credit card information like card type, card holder, card number, expiration
date and a security code. The shipping service initiates the shipping of the goods using
the recipients address. Based on SecureSOA, the notion of each FMC actor has been
enhanced to indicate its type (client, service or STS) using stereotypes.

Users in this example have an account at his trusted bank and at the registration
office, who act as identity providers managing the user’s digital identity. The user can
authenticate at the identity providers to request a security token that can be used to
access a specific service.

In addition, this SecureSOA dialect is used to annotate security intentions to various
actors in this use case. In particular, the payment service has established a trust
relationship with the trusted bank, while the shipping service trusts information from

11-8 Fall 2009 Workshop



7 RELATED WORK

Figure 8: The Order Scenario with Security Intentions

the registration office. Therefore, the money transfer service and the speed shipping
service are annotated with the security intention identity provisioning, while the identity
providers are annotated with the identity information that they offer. For instance, the
money requires credit card information while the STS trusted bank is capable to issue
this information. To secure the exchanged information, the intentions data authenticity
and data confidentiality are annotated as well in this example.

7 Related Work

The domain of model-driven security in the context of and SOA and business pro-
cesses is an emerging research area. Previous work done by Rodriguez et al. [9], [10]
discusses an approach to express security requirements in the context of business
processes by defining a meta-model that links security requirement stereotypes to ac-
tivity elements of a business process and proposed graphical annotation elements to
visually enrich the process model with related security requirements. A model-driven
scenario based on their annotations is considered as future work.

Model-driven security and the automated generation of security enhanced software
artefacts and security configurations have been a topic of interest in recent years. Sim-
ilar to SecureUML, Jürjens presented the UMLSec extension for UML [6] in order to
express security relevant information within UML-diagrams. This approach relies on
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the usage of UML profiles, tags, and stereotypes to express requirements such as
confidentiality, access control and non-repudiation. One focus of UMLSec lies on the
verification of these security security requirements that facilitate a verification of secu-
rity protocols modelled with UMLsec. However, the verification of security protocols and
system models also implies that all security relevant information must be included in
the UML-model and results in models that are difficult to understand due to its complex-
ity. Although UMLsec can be adapted to verify communication related requirements in
SOA, it does not provide a simple, high-level notion for security intention.

8 Conclusion and Future Work

System design languages provide a suitable abstract perspective to specific security
goals on a more accessible level, as we have shown in [12]. In this report, I presented
an approach to enhance arbitrary system design model with security annotations. My
approach is based on an universal schema that has been introduced by Lodderstedt
and Basin in [2]. To express security intentions related to Web Service Security, I have
defined SecureSOA that has been integrated in FMC as a system design language.

Moreover, I presented an order service scenario that was the basis to illustrate the
expression of security intentions in FMC concerning trust relationship, identity provi-
sioning, and confidentiality. The specification of security requirements on an abstract
level is the basis for my model-driven approach that addresses the difficulty to gener-
ate security configurations for Web Service systems. The foundation constitutes my
generic security model that specifies security goals, policies, and constraints based
on a set of basic entities as described in [7]. Security intentions and related require-
ments defined at the modelling layer can be mapped to this model. To resolve concrete
security protocols and mechanisms, a security pattern-driven approach has been in-
troduced in [8] that resolves appropriate security protocols with regard to specific pre-
conditions. The gathered information can be mapped to policy specifications such as
WS-SecurityPolicy.

Altogether, my proposed modelling enhancement constitutes a suitable foundation
to describe and implement a model-driven transformation of abstract security intentions
to enforceable security configurations in different application domains. As described in
[8], security patterns are a promising approach to resolve additional information needed
in the transformation process. In the next step, I will use my security model and the
pattern system to provide an automated translation of security intentions modelled with
SecureSOA to WS-SecurityPolicy.
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1 Introduction

Monitoring and tracing applications raises many challenging problems. First, one has to find
the right amount of tracing points in the system so that the information gathered is sufficient
for a particular analysis. Secondly, once the trace points have been determined, one has to
decide what information to store. If too few information is stored, it might not be possible to
reconstruct any useful control flow of the system. On the other hand, if too much information
is stored, it might confuse the analysis process. Finally, the tracing solution must not degrade
the performance of the system under inspection too much. How much too much actually is, de-
pends heavily on the intent the monitoring tool is used for. Developers may accept performance
degradations at an order of magnitude in order to find the reason for an error, while system ad-
ministrators running production systems will agree only to a small performance penalty.

One particular problem in the problem area described above, is how to ensure that any
retrieved data is valid with respect to the system. That means, if a monitoring tool retrieves
a data object, can you rely on that data or is there a possibility that the data is corrupt? This
matter becomes even more important when multi-threaded systems are concerned, which is
more likely nowadays with the advent of many- and multi-core architectures. In such systems,
when data objects are shared between different actors, or threads, the system implements a
consistency model on its data [10], i.e., all actors agree on when they see updates on shared
data objects. There are multiple ways to achieve that, for example distributed shared memory
systems, or hardware and software transactional memory systems. Another approach to ad-
here to a consistency model is to design a locking protocol, which defines how participating
actors determine who gets access to a shared object. The solution to the Producer-Consumer
Problem is an example of such a locking protocol. In consequence, by applying the locking pro-
tocol, all accesses to a shared data object are serialized into a sequence. It is this sequence
that prevents shared data objects from corruptions.

This issue has long not been addressed by both monitoring and tracing tools. To overcome
that problem, we present the KStruct approach, which is a data structure inspection tool that
allows accessing data objects at runtime while ensuring the consistency of the retrieved data.
KStruct was carefully designed with locking protocols in mind. In order to define a locking
protocol, we introduced the KStruct Access domain specific language [15], a subset of the C
programming language. KStruct Access is based on the observation that many multi-threaded
systems implement locking protocols at the object or data structure level. For that reason
KStruct Access allows to annotate structure definitions and to declare locking brackets i.e., what
data structure is protected by which lock. For each data structure that should be monitored,
there must be a definition in KStruct Access, which is created during the Annotation phase.
Based on that, the KStruct compiler extracts that knowledge and compiles it into a driver that is
capable of accessing the system under inspection. The driver incorporates the KStruct Runtime
system in order to get access to the system’s locking functions and data heap. The driver further
provides several interfaces to reveal the monitored data. We denoted the phase of using the
driver the Audit phase. As the KStruct runtime system lets you interactively browse through the
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Figure 1: The KStruct AAA aproach.

object heap of the system, it may become necessary at some point to extend the annotated
data structure which close the basic KStruct cycle.

So far, all the defined locking protocols have been defined manually for a small subset of
data structures of the Windows Research Kernel. To provide access to greater amount of data
structures, a more convenient way had to be found to derive the locking protocol for a particular
data structure. Within this paper, we extend the previous KStruct cycle by an Analysis phase
which is run by our tool KStruct Advice. KStruct Advice leverages static data-flow analysis to
extract locking policies from a given code base. Based on that analysis, it is much easier to
properly annotate data structures in order to be used by our compiler. We denote that approach
as the KStruct AAA approach, shown in Figure 1. In the remainder of this paper, we will present
the details on the data-flow analysis that is leveraged by KStruct Advice before we conclude the
paper.

1.1 KStruct Advice

The KStruct Advice approach is based on the observation that existing multi-threaded appli-
cations are usually carefully designed with a particular consistency model [10] in mind, which
resolves to a certain synchronization protocol. However, this protocol is hardly ever explicitly
written down. If the code base is complex with several hundred people working on it, it may
well happen that someone has to modify some code that was written by someone else in the
first place. Without the synchronization protocol being expressed in some form, figure out the
underlying protocol is both error prone and costly. It is not only for that that Greenhouse et al.
demand making the original design intent explicit [7]. KStruct Access [16] has been created for
that regard.

KStruct Advice has been designed to assist in analyzing an existing code base for its locking
protocols. This knowledge may guide a programmer when writing code that needs to access
shared data structures. It may help to understand what locks need be held in the first place
before accessing a data structure by relating a particular access to similar accesses in the given
code base. Also, KStruct Advice has the potential to provide further input for the KStruct [15]
family of tools that can leverage the synchronization protocol to monitor the state of a system.
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In order to extract the inherent synchronization protocol, we apply a context-sensitive, inter-
procedural data-flow analysis, a well know technique used throughout compilers and static
verification tools [1]. However, existing analysis frameworks are incapable of detecting the syn-
chronization protocols. We thus will present a new set of data-flow equations to overcome
this limitation. As a proof-of-concept implementation, we examine the Windows Research
Kernel [12]. Therefore, in our analysis framework we only focus on procedural programming
languages in general and the C programming language in particular.

2 Synchronization Protocols and the System Model

KStruct Advice is based upon the observation that non-trivial, parallel applications typically
implement a fine grained synchronization protocol on shared data structures in order to scale
on multi-core architectures. A synchronization protocol describes a serialization of concurrently
executing threads with regard to either control flow or shared data access. A synchronization
protocol therefore leverages either control locks or data locks, which we will further explain in
the subsequent sections.

2.1 Control Locks

Control locks not necessarily protect data from race conditions, they solely provide an ordering
of events in the control flow of the system. For example, consider the Producer-Consumer
synchronization problem [18]. A single producer eventually produces an abstract item and
stores it in a queue. Whenever there is an item in the queue, a consumer eventually may
remove the item from the queue to somehow consume it. This problem is usually modeled with
a semaphore that signals the consumer when there is something to consume, and signals the
producer when there is any space in the queue. This is an example of a mere control lock.
Neither queue operations nor any element is protected by it. It rather controls the activity of
both participating parties. There are various implementations of control locks like monitors,
barriers, or counting semaphores.

2.2 Data Locks

We further want to distinguish the class data locks. The purpose of this class is to protect
shared data from race conditions. We define a data lock to be a synchronization primitive that
ensures mutual exclusion among participating threads. With respect to data structures, data
locks ensure that at any given point at most one thread may access the data structure. Similar
to control locks, there is a variety of implementations of such locks. The Windows Research
Kernel [12], for example, provides spin-locks, mutexes, push-locks, queued spin-locks, etc.

KStruct Advice is based upon the observation that non-trivial, parallel applications, e.g.,
operating system kernels, need to perform fine grained locking on internal data structures to be
scalable on multiple CPUs. Based on this observation we define our hypotheses that most of
these locks are associated with the data they guard. In the Windows kernel, for example, data
structures that can be accessed by more than one thread, usually contain a dedicated field that
protects other fields from race conditions. This lock relationship may cascade on nested data
structures. However, not all structures of a system are locked in such a fine-grained manner.
The Windows kernel, for example, contains several global data structures that are still protected
by global locks, too.
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2.3 Lock States

In order to detect the synchronization protocol, our tool needs to know the fundamental syn-
chronization primitives and its operations used in the system. For example, for a semaphore
synchronization primitive [3], KStruct Advice must know what functions implement the p() and
v() operation, respectively. To minimize efforts for a developer to use our tool, fundamental
synchronization primitives are expressed as a list of functions that have acquire and release
semantics, respectively. The particular type of the lock is then derived from the list of formal
parameters. A function has acquire semantics, if it acquires a lock and the lock is held after
returning from the function. Similarly, a function has release semantics, if it releases a lock and
after returning from the function, the lock is free for others to use. These assumptions are safe
as each parallel program must maintain a consistency model [10] in order to prevent itself from
memory corruptions.

Basically, a lock is in one of two states: Acquired or Released. If a lock is in the state
Acquired, it is assigned to a thread. If multiple threads try to acquire a lock, only that thread
may continue to execute that the lock has been assigned to. Other threads must wait until the
lock is assigned to them. If a lock is not acquired, it is in the Released state. Please note
that semaphores can be assigned to multiple threads. In addition to that, recursive locks may
be present, i.e., a thread may acquire a lock that is already assigned to that thread. If we
would not track multiple acquisitions of the same lock, a single release would mark the lock as
released, although it is not in the state Released. We therefore extend the set of lock states by
the following states. This set is henceforth referred to as V .

1. A number that represents the difference of pairwise encountered acquire and release
operations. The domain of the counter is N+

0 . If the number is 0, the lock is determinedly
released, i.e., it is in the state RELEASED. A counter value greater than zero implies that
the lock has been acquired (at least once), and is in the state ACQUIRED.

2. The distinguished value UNKNOWN, which represents the unknown state. All locks of the
system initially have this value, as we cannot reason about a lock before having seen it.

3. The distinguished value CONFLICT. A lock has that value if, during our analysis, we found
conflicting states of the lock, e.g., a release operation on an already released lock. This
may happen, if the code base we use is itself erroneous. While an UNKNOWN state just
states that we do not know anything about the lock, the CONFLICT state tells us that this
lock is unsafe to reason about.

2.4 Call Graph

Our analysis requires a call graph for the system under investigation. The call graph is a di-
rected graph where each node represents a function and each edge represents a function call.
Suppose G = (F,E) is a call graph, F is the set of functions and E = F × F the set of function
calls, i.e., there is an edge (a, b) ∈ E, iff function a calls function b. Further suppose (a, b) ∈ E.
We henceforth continue to denote a as caller and b as callee. We denote the location of the
actual function call of b in a as the call site in a for function b. While in the call graph there is
only one edge from a to b, a may indeed have several call sites for function b.

In this call graph, there are nodes that have no predecessors, i.e., @a ∈ F : ∀b ∈ F, a 6=
b, (a, b) ∈ E. Such nodes b have no callers and are therefore called root functions. Root
functions typically denote entry points of a system. We need to determine root functions in
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order to start our analysis pass. Using root functions as starting point for the analysis minimizes
potential repetitions of analyses. Also, we only analyze functions where there is an actual
control flow through the system. Dead code, i.e., code that is not directly called within the
given code is not considered for the analysis. Although this prevents us from analyzing indirect
function calls, we consider our approach still appropriate for detecting locking protocols.

2.5 Context Sensitive Control Flow Graph

For each function in the system to analyze, we construct a context sensitive control flow graph
(cCFG). A context sensitive control flow graph is a graph, where each node represents a basic
block of the code. Furthermore we define two types of edges: control flow edges and call
edges. A control flow edge represents control flow through the function itself, i.e., from one
basic block to another. Each basic block consists of a stream of instructions. By definition, a
jump, or branch, instruction is the last instruction of a basic block. Additionally, a cCFG contains
two special nodes that represent the function entry and exit point.

The reason, why we need a cCFG becomes clearer, when we consider the C code given in
Listing 1. There are two possibilities to treat function calls. First, the simplest approach is to
treat the content of the called function as sub-flow graph and create an edge from each call site
in the system to the respective sub-flow graph. For the example given in Figure 1, this would
mean (1) to add a new basic block containing the code of function InitData. (2) We need
to split those basic blocks containing a call site to the function and, instead, add a control-flow
edge from the instruction preceding the call instruction to the flow graph of the called function.
And (3), although not necessary in our case, we need to map formal parameters at the call
site to the formal parameters within the callee. This includes the potential return value of the
function.

Listing 1: This listing demonstrates the necessity for context-sensitive.
struct bar {

Lock lock;
int data;

};

void InitData(int *data)
{

*data = 0;
}

void Sample(BOOLEAN DoBranch)
{

struct bar s1;
int data2;

if (DoBranch) {
AcquireLock(s1.lock);
InitData(&s1.data);
ReleaseLock(s1.lock);

}
InitData(&data2);

}

Although this approach is straightforward, it treats all callers of a function indifferently, with-
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InitData()

Sample()

if (DoBranch)

AcquireLock(&s1.lock);
InitData(&s1.data);

ReleaseLock(&s1.lock);

InitData (&data2);
*data = 0;

Context 1

Context 1

Context 2

Context 2

Figure 2: Example of a context-sensitive control flow graph.

out regarding the current context at the call site. For our goal, to detect what locks are held
at a given point in program execution, it is however crucial to distinguish between call sites.
We thus construct a super control-flow graph, as shown in Figure 2. To distinguish between
different callers of a function, a simple approach would be to have a sub-flow graph for each
call site. Instead, we create a flow graph only once for each function and clone and update only
the context parameters. This cloning based approach [1] is necessary to minimize memory
consumption during the analysis phase. As each callee may itself call functions, recursively
creating a flow graph for each call site would result in an exponential number of flow graphs.
In order to support context-sensitivity, we introduce call edges to the super control-flow graph,
i.e., we annotate each control-flow edge from a call site to the respective called function with
the current context that must be considered when analyzing the function.

We define the context at a call site as the list of formal parameters that are passed to the
callee. Furthermore, we need to extend the context by the list of locks that we are aware of at
the call site. During analysis of the callee, the list of locks may be updated. We thus need to
propagate that list back to the caller.

Our approach means that, potentially, the amount of times we analyze a function increases
exponentially with the number of functions in the call graph. To minimize execution time, we
leverage the partial transfer function approach by Wilson and Lam [21].

3 KStruct Advice Data-Flow Analysis Framework

In a first phase KStruct Advice leverages data-flow analysis to compute the state of any lock at
any point within the statically reachable code. In this section, we briefly summarize key aspects
of a data-flow analysis framework. Data-flow analysis is a well-known technique most often
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used by compilers [1, 8], which is based on the concept of abstract interpretation, introduced
by Cousot and Cousot [2]. A data-flow analysis framework describes a body of techniques to
derive information about the flow of data along program execution paths.

Every program point, i.e., any instruction or statement, has two data-flow values: an entry
value that denotes the value before the instruction and an exit value that denotes the value right
after the execution of the statement. We denote the entry value of statement s as IN[s] and its
exit value as OUT[s]. For any program point s and a forward data-flow analysis, the following
equations apply:

OUT[s] = fs(IN[s]) (1)

IN[s] =
∧

p∈PREDECESSOR(s)

OUT[p] (2)

Where fs denotes a transfer function specific to s that maps the entry value to an exit value,
and ∧ denotes the meet operator that aggregates the exit values of any predecessor p of s in the
cCFG into an entry value of s. Within KStruct Advice we group instructions into basic blocks,
where a basic block is a sequence of instructions not containing any jump or call instruction
except for the last one. Furthermore, no instruction inside the basic block except for the first
one may be the target of any jump instruction. Within a basic block, each statement s has
exactly one predecessor p in control flow order, i.e., the meet operator for any two consecutive
statements s1, s2 is the identity function IN[s2] = OUT[s1].

3.1 Lock Semi-Lattice

The foundation for our analysis is the lock semi-lattice presented here. It allows KStruct Advice
to determine the state of any lock at any point in the system. We define our lattice as L =
(V,∧L), where V is the set of lock states as defined in Section 2.3.

We define the meet operator ∧L, V × V → V , as follows. For all x ∈ V :

UNKNOWN ∧L x = x

and
CONFLICT ∧L x = CONFLICT.

For any two constants c1 and c2, c1, c2 ∈ V the ∧L operator is defined as follows:

c1 ∧L c2 =
{

CONFLICT if c1 6= c2

c1 otherwise

It can easily be shown that our meet operator ∧L is idempotent, commutative, and associa-
tive.

Based on our semi-lattice, we define a partial order on the set V of lock states. For all x and
y in V :

x ≤L y ⇔ x ∧L y = x.

Because ∧L is idempotent, commutative, and associative, it can be easily shown that our
lock order ≤L is reflexive, anti-symmetric, and transitive. We thus have defined a sound semi-
lattice and poset, respectively, for the set of lock states. �
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3.2 Product Lattice

In the previous section we have defined a lattice L that represents the state, or the value, of a
single lock at a given point in the system’s control flow. However, when analyzing a system, we
do not want to run the computation again for each single lock. Suppose Λ is the set of all locks
in the system. We compose a product lattice L = (V |Λ|,∧L), where each value represents
a map from each lock variable in the system to one of the values described in the previous
section. A map m ∈ V |Λ| is a tuple (v1, v2, . . . , v|Λ|), v1, . . . , v|Λ| ∈ V . The i-th entry denotes the
value of lock i in the system. To index a certain value in the map, we introduce m(λ) to denote
the value of lock λ.

We now define the meet operator ∧L for the product lattice. Suppose m, m′, and m′′ be
three distinct maps. Then

m ∧L m
′ = m′′ ⇔ ∀λ ∈ Λ : m′′(λ) = m(λ) ∧L m

′(λ),

i.e., the meet operator ∧L operates component-wise on the map. Similarly, we define the partial
order ≤L on the product lattice:

m ≤L m
′ ⇔ ∀λ ∈ Λ : m(λ) ≤L m

′(λ).

That is, a map m is less than or equal to a map m′ if and only if all elements of m are less
or equal than all components of m′.

3.3 Transfer Functions

KStruct Advice analyzes a series of statements in the control flow of a system. Each statement
has an entry and an exit state. A transfer function fs transfers the entry state of statement
s into the exit state of statement s. We describe the transfer functions fs for our analysis by
correlating m and m′, where m′ = fs(m).

1. If the statement s is an acquire operation on lock λ, then ∀γ ∈ Λ, γ 6= λ : m′(λ) = m(γ),
i.e., all the other locks not affected by the statement remain their state.

m′(λ) =


m(λ) + 1 if m(λ) is already acquired

1 if m(λ) is UNKNOWN

CONFLICT otherwise

2. If the statement s is a release operation on lock λ, then ∀γ ∈ Λ, γ 6= λ : m′(γ) = m(γ).

m′(λ) =


m(λ)− 1 if λ has been acquired

at least once.
CONFLICT otherwise.

3. If the statement is a call instruction, the transfer function is the composition of all transfer
functions for the called function, the callee. Let ∆ be a subset of Λ that contains all the
locks λ affected by the callee. For all locks λ in ∆, the transfer function is

m′(λ) = OUT[Fc](λ)

where OUT[Fc] is the output map of callee F in context c. OUT[Fc] is computed by an-
alyzing the callee itself. We leverage the partial transfer function approach to optimize
analysis time [21]. Further details on how we deal with context-sensitivity are presented
in the following section. For all other locks not affected by F the lock value remains the
same, i.e., ∀γ ∈ Λ−∆,m′(γ) = m(γ).
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4. For all other statements the transfer function is just the identity function I(m) = m, i.e.,
∀λ ∈ Λ : m′(λ) = m(λ).

3.4 Execution

To solve the data-flow problem, KStruct Advice solves the data-flow equations for all basic
blocks of the root functions and its dependents. Once the analysis reaches a fixed point, i.e.,
none of the basic blocks changes its value, KStruct Advice gathers information about the state
of any lock found during the analysis and correlates that information with field accesses to data
structures. Based on this information, KStruct Advice provides guidance when annotating data
structures.

4 Related Work

For many years, researches are focusing on automatic verification of parallel programs with
respect to deadlocks or data races. Although knowing that a program might be free from races
or deadlocks is less concrete than to know which particular lock must be held when accessing a
field, KStruct Advice and those verification tools share some properties. First of all, we need to
classify existing solutions into dynamic and static ones, which will be covered separately. Both
classes share with KStruct Advice the basic necessity to detect (1) when an access occurs, (2)
what lock is currently held, and (3) what locks had been held on previous accesses. Race de-
tection tools forget that information, as soon as they found a violation. KStruct Advice, however,
keeps this information to build an information data base for developers.

4.1 Dynamic Detection Tools

Dynamic concurrency verification tools try to detect access anomalies during runtime of the
system under investigation. The typical approach of dynamic tools is the lockset approach [14].
That is, each shared field of a data structure is associated with a set of locks that guard the
respective data structure. On initialization, the set contains all locks of the system. Whenever
a thread accesses a shared object, its current lockset is intersected with the current lockset of
the object and stored as the new lockset of the object. Thus, if the lockset becomes empty, an
access anomaly has been found. The original approach by Savage et al. has been improved
and modified over time [5,23].

An alternative approach is based on Lamport’s Happened-Before relation [9]. The basic
idea here is to determine, if accesses to a shared object or a member of a shared object
happens in a partial order. As approaches based on the Happened-Before relation usually
require more time and space, a hybrid approach has been developed [4,11,20].

All these dynamic approaches usually impose a significant overhead, both with respect to
execution time and memory consumption, to the system under investigation. And, although
dynamic approaches only track feasible paths, they cannot guarantee that the system is free
of races, as long as their code coverage is less than 100%, which is very likely in complex
software systems.

4.2 Static Detection Tools

Static race detection tools try to detect data races during the compilation phase, just as KStruct
Advice does. They have the benefit that they cover the whole source code and run off-line, i.e.,

Fall 2009 Workshop 12-9



Automatic Extraction of Locking Protocols

they do not impose any runtime overhead.

Among the first concurrency analysis tools was that of Young and Taylor [22]. In their ap-
proach, besides static analysis, they leveraged symbolic execution to detect any violations to
the consistency model. However, the state space explosion makes this approach unfeasible for
complex software projects. The same “flaw” holds for Warlock [17], one of the first tools using
solely static analysis. However, it requires thorough annotations throughout the code to retrieve
any useful result, which renders it impractical on large software system like operating systems.

Recent approaches, like RacerX [6], or Locksmith [13], require less annotations. However,
they do not consider recursive locks in their model. Also, RacerX, in some cases, is too con-
servative with respect to analyzing recursive function calls. That might be suitable for race
detection, but not for identifying the synchronization model. Von Praun and Gross [19], finally,
present also a static analysis framework consisting of optimized super control-flow graphs as in
KStruct Advice. However, they focus only on object-oriented languages and the Java language
in particular.

5 Conclusions

In this paper we presented KStruct Advice, a approach for automatically extracting locking
policies of shared data structures, which is based on data-flow analysis. For a given system
in the C programming language KStruct Advice derives (1) what data structures and fields,
respectively, depend on what locks and (2) what particular lock protects which data structure or
field, respectively.

We have implemented our algorithm in a prototype that has been used on the Windows Re-
search Kernel to improve understanding of its inherent locking protocols. However, we continue
evaluating the quality of our results as well performing case studies on the impact on develop-
ers. We hope that using KStruct Advice will minimize their efforts to understand and adopt the
synchronization protocol of the system.

We have further shown how KStruct Advice integrates with the KStruct family of tools, which
focus on consistently monitoring system state at runtime. While most other monitoring frame-
works only focus on the control flow level, i.e., what action happened before another, KStruct
also focuses on the consistency aspect of any retrieved data. If there is a chance that the
retrieved data itself can be corrupt due to race conditions imposed by the monitoring tool, rea-
soning about any errors based on that data is unsound and merely educated guessing. KStruct
ensures that, given the locking protocol is correct, any retrieved data is consistent with the con-
sistency model of the system. Therefore it relies on the underlying locking protocols that, prior
to KStruct Advice, had to be specified manually. KStruct Advice is thus the final, missing part
of the KStruct tool chain and my thesis.
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Service-Based, Interactive Portrayal of
3D Geovirtual Environments
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This report summarizes my work in the HPI Research School on Service Oriented
Systems Engineering. It motivates and points out the underlying research questions
in the field of service-based 3D portrayal of large and complex 3D geovirtual envi-
ronments, presents my approach to solving these questions, and demonstrates and
highlights results by example. A focus is on my work during the past months.

1 Introduction

Continuously, massive geodata is acquired by authorities, municipalities, private com-
panies, and public communities. This includes, e.g., digital elevation and terrain mod-
els, aerial images, other photogrammetric data, land use information, infrastructure
data, or building footprints. This data can be used in various application areas, e.g.,
urban planning, thread response, disaster management, fleet management, tourism,
or location marketing. Geodata in general represents a data class that includes het-
erogeneous information, which can differ, e.g., in data semantics, models, formats,
or complexity. However, the spatial reference of geodata forms a foundation for com-
bining this heterogeneous data and generating new knowledge about complex spatial
structures, relationships, and processes.

To tap the full potential of geodata and adding value to it, applications and systems
are required that provide methods and techniques for geodata management, provision-
ing, access, integration, analysis, and visualization that take into account the character-
istics of this data, mainly its distributed storage, and massive data size. Interoperability
represents one primary issue of such systems and techniques:

“Geographic interoperability” is the ability of information systems to 1) freely
exchange all kinds of spatial information about the Earth and about the ob-
jects and phenomena on, above, and below the Earths surface; and 2) co-
operatively, over networks, run software capable of manipulating such infor-
mation. [1]

In the geo-domain, service-based systems have evolved as the approach for mak-
ing distributed geodata accessible, processing this data, and presenting it to end
users. Various consortiums and standardization bodies are engaged in the interopera-
ble specification of geodata formats and services. Examples include the International
Organization for Standardization (ISO), the Open Geospatial Consortium (OGC), the
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Open Source Geospatial Foundation (OSGeo), and others. Additionally, large com-
panies and vendors participate in the standardization processes, e.g., by providing de
facto standards.

Geovisualization, i.e., the generation of visual representations dedicated for human
perception, plays a major role within the process of geodata provisioning and in today’s
spatial data infrastructures. For this purpose, the Open Geospatial Consortium (OGC)
proposes several portrayal services for 2D and 3D geodata. So far, there is only one
widely used “workhorse”, the Web Map Service (WMS), for generating 2D maps. Stan-
dards for visualizing 3D geovirtual environments (3DGeoVEs) such as virtual 3D city
models and landscape models have not been elaborated to a similar degree.

From this, the research question raised Q1) of how to provide complex 3DGeoVEs
in a service-based manner. As a first finding, we identified image-based 3D portrayal
services as an effective means for integrating and presenting complex, heterogeneous
geodata from distributed sources. A second research question was Q2) how to make
this image-based presentation as efficient and interactive as possible, which includes,
e.g., navigation and analysis capabilities. A third question was Q3) how to orchestrate
image-based portrayal services and how to provide their integration into more complex
portrayal scenarios, aiming at higher-level geovisualization services.

My approach for solving these questions is presented in the remaining sections
of the report. Section 2 introduces the approach of service-based, image-based 3D
portrayal. Section 3 presents my work for introducing interaction capabilities into an
image-based 3D portrayal service; Section 4 addresses the same issue by introducing
a smart navigation technique. Section 5 demonstrates the potentials of orchestrating
image-based 3D portrayal services, and Section 6 summarizes my research work.

2 Approach: Image-Based 3D Portrayal Services

For portraying 3D geodata, two approaches have been presented by the OGC, the
Web 3D Service (W3DS) and the Web Perspective View Service (WPVS).1 – While
the W3DS provides scene graphs that have to be rendered by the service consumer,
the WPVS supports the generation of images that show 2D perspective views of
3DGeoVEs encoded in standard image formats. The key advantages of this image-
based approach include low hardware and software requirements on the service con-
sumer side due to service-side model management, 3D rendering, and moderate band-
width requirements; only images need to be transferred regardless of the model and
rendering complexity. Furthermore, it can be used with simple, lightweight clients with-
out specific 3D rendering hardware because only standard viewing functionality is re-
quired such as provided by web browsers.

As part of the OGC web services initiative, phase 4, we investigated the applicability
of service-based access to distributed two-dimensional and three-dimensional geodata
from the GIS, CAD, and BIM domain; terrain models, aerial-images, and building mod-
els have been accessed via WMS and Web Feature Services (WFS) and have been

1The W3DS has discussion status. The WPVS is an OGC-internal draft specification and represents
the successor of the OGC Web Terrain Server discussion paper.
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integrated by an interactive 3D viewer client, which also provides functionalities for
building inspection and analysis. It turned out, that interoperability can be achieved for
3DGeoVEs based on a service-based architecture and based on 3D standards such
as the Industry Foundation Classes (IFC) and CityGML [3]. As key contribution, the
3D viewer client integrates 2D and 3D GIS data as well as 3D CAD and BIM data at
the visualization level in a lossless and seamless way by using 3DGeoVEs as a key
concept and providing information retrieval and analysis functionalities.

Based on these findings, a high-level image-based 3D portrayal web service for
the visualization and analysis of 3D building information models (BIM) had been devel-
oped [4]. This specialized WPVS integrates GIS, CAD, and BIM data at the visualization
level; building information are mapped to components of building virtual 3D city mod-
els. High interoperability is ensured by providing the integration result as image to a
service consumer; rendering styles can be configured by service operation parameters
and different views for analysis purposes can be obtained.

3 An Interactive, Image-Based 3D Portrayal Service

The weaknesses of the current WPVS approach include the limited degree of inter-
activity of client applications. For example, it is not possible to navigate to a position
identified in the image or to retrieve information about visible geographic objects.

To overcome these limitations, we propose the WPVS++, an extension of the OGC
WPVS that is capable of augmenting each generated color image by multiple the-
matic information layers encoded as images. These additional image layers provide
for instance depth information and object identity information for each pixel of the color
image. Additionally, we propose operations for retrieving thematic information about
presented objects at a specific image position, simple measurement functionality, and
enhanced navigation support. This allows WPVS++ clients to efficiently access infor-
mation about visually encoded objects in images, to use that information for advanced
and assistant 3D navigation, and thereby to increase the degree of interactivity.

In the following, the main functionalities of the proposed interactive WPVS++ are
described.

3.1 Image Layers

Besides color images, the WPVS++ generates additional image layers storing informa-
tion such as depth or object id values [8] for each pixel of the image. Figure 1 shows
examples of such image layers. This additional data is provided as separate images,
in which each pixel value does not necessarily encode a color and is not necessarily
dedicated for human cognition:

Color layer: A color layer contains a color value (e.g., RGB) for each pixel. According
to the current WPVS specification, the service consumer can request a transparent
background (RGBA), which requires image formats that support transparency, e.g.,
PNG or GIF.
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(a) (b) (c) (d) (e)

Figure 1: Examples of image layers that are provided by WPVS++: (a) color layer, (b) depth
layer, (c) object id layer, (d) normal layer, and (e) mask layer.

Depth layer: A depth layer describes the distance to the camera for each pixel.
Depth images can serve for multiple effects, e.g., for computing 3D points at each
pixel of the image (image-based modeling) or for various rendering techniques such
as depth-of-field effects. Furthermore, depth information represents a major means to
compose multiple images generated from the same camera position.

Typically, graphics hardware provides logarithmic and linearized depth values z ∈
[0, 1]. Different from this, we suggest to provide depth values as distances to the virtual
camera in meters. This representation abstracts from computer graphical details and
the distance values can be used without additional computation in many applications.

Depth values are stored in IEEE 32 bit Float representation as images by seg-
menting their byte representations and assigning them to the color components of a
pixel. Due to the direct storage as color components, resulting depth images possess
very little pixel-to-pixel coherence, and should not be stored by lossy image formats.
Thus, we suggest at least 32 bit (RGBA) images for this type of depth value storage.
Consequently, a service consumer has to recompose the depth values from the color
components of the requested depth layer.

Object id layer: An object id layer contains a unique id for each pixel that refers to
a scene object. Using this information, we can select all pixels that show a specific
feature, e.g., for highlighting, contouring or spatially analyzing the feature. For facili-
tating consistent interaction across multiple images, object ids should be unique over
multiple requests. For that, they could be computed from an object id that is unique for
the whole dataset.

Normal layer: A normal layer describes the direction of the surface normal at each
pixel. This could be used for the subsequent integration of additional light sources and
the adjustment of the color values around that pixel, e.g., for highlighting scene objects.
Each vector component (x, y, z) of the normalized normal vector in camera space is
encoded as color component (R, G, B) of a 24 bit color image.

Mask layer: A mask layer contains a value of 1 for each pixel that covers a scene ob-
ject and 0 otherwise. Thus, a mask layer can be stored as 1 bit black and white image.
It could support the easy altering of the scene background or provide information about
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unused image space, which could be used, e.g., for blending advertisement, labels,
etc.

Category layer: A category layer classifies the image contents on a per-pixel
basis; the classification could be based on, e.g., feature types, object usages, or
object names. The Category layer extends the so far described concept; it consists
of an object id layer and a look-up table that lists for each object id the corresponding
category.

Each image layer is encoded by standard image formats. This means to support
the same principles for data encoding, data exchange, and client-side data loading
and processing for all image data. Additionally, using images allows for applying state-
of-the-art compression algorithms. For color data, which is dedicated for perception
by humans, lossy compression algorithms can be used; for this data, JPEG mostly
represents a suitable data encoding format. For data that requires exact values for
each pixel, lossless image compression must be applied; we suggest PNG to encode
this image data. PNG is also used for color images that shall contain transparency.
Technically we encode JPEG images by 24 bit per pixel and PNG images by 24 or
32 bit per pixel. Higher data accuracies could be reached by using image formats
with higher bit rates, e.g., 32 (48) bit images or even 48 (64) bit images. Drawbacks
include increased image size and, thus, transfer load, and processing time at both the
service-side and the consumer-side.

3.2 Image Sets

Various applications could require to fetch multiple, spatially coherent image layers from
the WPVS++. As the WPVS++ is a stateless service (i.e., each service request is self-
contained and its processing is independent from any preceding request), it potentially
has to fetch, map, and render disjunctive sets of geodata for each service request. In
particular, this is relevant when considering large 3DGeoVEs or remote data sources
to be visualized.

From a performance point of view, it could be better to support multiple image layers
within a single WPVS++ response. Provided that the requested views are spatially
coherent (i.e., they are located close to each or have overlapping view frustums), this
could reduce the number of switches of the rendering context. As an additional benefit,
the network communication overhead caused by multiple requests is reduced.

These image sets could provide multiple image layers for the same camera specifi-
cation (e.g., a set consisting of a color layer, depth layer, and object id layer) as well as
images for different camera specifications (e.g., perspective views along a path through
the 3D world).
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3.3 Convenient Camera Specification

The current OGC WPVS provides a camera specification that is based on a point-of-
interest (POI) and is not convenient for many applications. For example, specifying a
setting that shows a view out of a window to a specific point in the 3D world demands
for laborious computations for deriving distance, pitch, yaw, and roll angles.

As various applications could profit from a different specification of the view frustum,
the WPVS++ replaces the camera specification by another one that is based on only
three vectors: the 3D coordinate of the camera position (POC), the 3D coordinate of
the point-of-interest (POI), and an optional camera up vector (UP) for specifying camera
rolls. Furthermore, parameters for near plane and far plane are required; they describe
the culling volume used during the rendering process and are necessary, e.g., for the
generation and usage of depth image layers. For the specification of distorted images,
we suggest replacing the angle-of-view parameter by a field-of-view angle in degrees in
horizontal direction (FOVY) and to complement it by the optional vertical angle (FOVX).
If FOVX is not specified, it is derived from the image dimensions.

3.4 Non-Perspective Projections

The current OGC WPVS is intended for central perspective projections only. Comple-
mentary, an image-based 3D portrayal service could offer additional projection types,
such as orthographic projections, which are used, e.g., for architectural applications.

For extending the WPVS++ for orthographic projections, we suggest an alternative
camera specification Orthographic that is controlled by the parameters Left, Right, Top,
and Bottom, which describe the borders of the cuboid view frustum.

Beyond perspective and orthographic projections, a 3D portrayal service could sup-
port more advanced projection types such as oblique images, panoramic views, or
multi-perspective views. While some of these projections could be generated from 2D
images as provided by the current WPVS implementation, others require geometric
information and, thus, are an integral part of the rendering process and need to be
implemented by the 3D portrayal service itself.

3.5 Requesting 3D Coordinates and 2D Positions

Retrieving 3D geocoordinates for a specific 2D pixel position in a generated image is
useful for many applications (e.g., specifying the position of an intended annotation).
For this, the WPVS++ provides a GetPosition operation. As the WPVS++ is stateless, in
addition to the 2D pixel position the image specification of the original GetView request
has to be part of the GetPosition request. This operation is useful for navigation in
the visualized 3DGeoVE: A user could select two image pixels that specify the desired
point of camera and point of interest; the client requests corresponding 3D coordinates,
and uses these for specifying the camera in a subsequent GetView request.

The other way round, the WPVS++ can compute the pixel position of a 3D co-
ordinate if this 3D position is within the view frustum. Again, this could support the
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interaction capabilities; for keeping orientation values high, a client could e.g., request
the pixel position, where the virtual camera was located in the view before.

3.6 Requesting Feature Information

Similar to a WMS, a GetFeatureInfo operation provides extra information about the
geoobjects at a specific pixel position. According to the underlying data source and its
capabilities, various response formats are supported, e.g., attribute names and values
in XML format or GML-structured data sets. Additional formats can be supported and
specified as mime type within the service request. In the case of structured responses
(e.g., in GML format), the WPVS++ operation GetLayerInfo can be used for retrieving
schema information for specific datasets.

3.7 Navigation Support

Navigation represents a fundamental interaction type for 3DGeoVEs. From virtual
globes and online map systems users know to navigate by using mouse and keyboard
in a real-time interactive manner. However, especially due to the image-based ap-
proach, the WPVS++ inherently provides only non-real-time step-by-step navigation.
Assistant navigation techniques could compensate that drawback and allow a user to
interact with the image, e.g., by sketching a desired point of interest, which serves as
input of a GetCamera operation. The portrayal service automatically interprets this
navigation input, taking into account scene objects, their types, and their navigation
affordances, and computes and responds a camera specification, which can be used
for requesting the corresponding view.

3.8 Analysis Support

Measuring within a 3D view represents a main functionality used to retrieve information
about the spatial extent of features, their spatial relationships, and the overall spatial
layout of a 3D scene. Thus, the WPVS++ supports the measurement of distances,
paths, and areas. Path measurement computes the sum of the Euclidean distances
between the 3D positions derived from each pair of consecutive 2D pixel positions.
If only two 2D pixel positions are provided as input, the WPVS++ performs distance
measurement. Area measurement computes the area which is outlined by the input
points. In 3D, area measurement is not straight forward, as the derived 3D points are
not likely to be coplanar.

3.9 Interactive, Lightweight JavaScript Client API

Navigation capabilities mainly depend on the functionality of the clients that consume
the WPVS++. Simple clients can provide a step-by-step navigation based on request-
ing and displaying single views. For this, the additional GetPosition operation facilitates
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Figure 2: 3D view client (right) integrated with GoogleTMmaps (left). 2D and 3D visualization are
synchronized, i.e. navigation on the 2D map immediately updates the 3D view and vice versa.
The blue arrow indicates a navigation operation based on the WPVS++ GetPosition operation,
i.e. setting the point of camera and point of interest. (Data: Boston Redevelopment Authority)

an easy and targeted camera manipulation. Based on depth information, more com-
plex clients could apply, e.g., image-based rendering techniques for providing more
convenient and close to real-time visualization and navigation functionality [6].

As example of lightweight clients, a JavaScript client has been implemented, which
can be run in a web browser without additional plug-ins or libraries. It provides step-by-
step navigation such as moving left/right, tilting up/down, or rotating around the POC or
POI. Moreover, this client takes advantage of the GetPosition operation for retrieving 3D
coordinates for changing the virtual camera’s orientation and for implementing a “move
there and orient here” navigation. The GetFeatureInfo operation is used for retrieving
object information about features in the image. The GetMeasurement operation is
facilitated for allowing users to measure distances in the portrayed 3DGeoVE.

The 3D view client provides an API for positioning the virtual camera and for cor-
responding callback functionalities. So it can be easily embedded into existing appli-
cations such as web-portals. As an example the 3D view client has been integrated
with GoogleTMmaps (Figure 2), which allows for exploiting the functionalities of both 2D
maps and 3D views.

4 Sketch-Based 3D Navigation Techniques

Navigation represents the fundamental interaction technique in 3DGeoVEs as it en-
ables users to explore the 3D world and to interact with its objects. In web-based
3D portrayal services, efficient navigation techniques and strategies can help to in-
crease the interactivity of these applications: Smart navigation techniques could hide
the step-by-step image retrieval process and provide efficient navigation means, poten-
tially compensating the absence of real-time navigation capabilities, e.g., by preventing
“getting-lost” situations, confusing view configurations, or loss of visual context infor-
mation.

For the application with 3D city models, we developed a sketch-based navigation
technique [5]. This allows a user to sketch navigation commands by drawing gestures
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and object-related sketches on a 3D view. These sketches are processed, classified,
and interpreted by a navigation command system, which takes into account the sketch
class, its shape, the sketching speed, potential preceding sketches, and the seman-
tics and inherent navigation affordances of the scene objects affected by the drawings.
According to the current context, the interpreted sketches are mapped to camera ani-
mations, which are automatically performed by the navigation system. This approach
provides a higher-level navigation: A user is not forced to directly control the virtual
camera, e.g., by keyboard, but can maneuver by task- and object-related sketches.

Within a service-based system architecture, the sketch-based 3D navigation tech-
nique could be provided by the 3D portrayal service itself, i.e., integrated within a
WPVS++ and, e.g., provided by the proposed GetCamera operation. Alternatively,
the sketch processing and interpretation could be performed by an additional service,
e.g., an OGC Web Processing Service (WPS). In this case, the sketch interpretation
service would request image layers that provide thematic information about the image
such as object id images or category images.

5 Orchestration of Image-Based 3D Portrayal Services

A core concept of service-based systems represents the composition of distributed
functionality in a standardized manner. This enables the construction and flexible
adaption of complex and value-added systems and applications. With image-based
3D portrayal services, orchestration mainly refers to A) the combination of different 3D
views, B) the embedding of additional information into a 3D view, C) the altering of a 3D
view, or D) the computation of metrics (e.g., object visibility). For such functionalities,
the extended WPVS++ provides various sources for computation. Considering depth-
related image blending and combination, the depth layer represents a major resource
for image-based processing chains [2].

We demonstrated the applicability of such a service composition for the example
of 3D annotations, which represent essential elements to communicate textual and
symbolic information for cartographic maps and within 3DGeoVEs [7]. A number of
criteria, e.g., a clear correlation with the feature, the legibility of the annotation, and the
occlusion of other annotations or important image parts have to be considered. In our
approach and implementation, a composition client receives a color image and a depth
image from an extended WPVS and forwards them to a new Web View Annotation
Service (WVAS) along with a set of annotation descriptions and configurations. The
WVAS computes and overlays embedded textual annotations. WPVS++ interaction
extensions turned out to be essential for supporting such higher-level functionality. In
the case of 3D annotations, picking a 3D positions from the image is fundamental for
positioning the 3D annotations within the 3D view.

We showed, how two complementary 3D visualization techniques can be seam-
lessly combined by implementing these techniques by two independently designed,
implemented, and deployed web services; chained together, they form a higher-level
web service chain. The approach offers high degree of interoperability because the
individual web services do not need to exchange contents of 3DGeoVEs.
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6 Summary

This report provides a description of my research work during the past months and
gives an overall summary of my research work in the field of service-based, image-
based 3D portrayal. The contribution of my research work is in the field of interac-
tive, image-based visualization of complex, heterogeneous, and distributed geodata by
service-based 3DGeoVEs. By example I showed the feasibility of integrating such data
at the visualization level, I extended the concept of image-based 3D portrayal service
in a way that allows high interactivity, and I demonstrated the potentials of chaining
image-based 3D portrayal services. Ongoing work includes the standardization of the
interactive image-based 3D portrayal service as an OGC implementation specification;
the functionalities and the prototype implementation have been presented to the OGC,
a specification draft is currently prepared.
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1 Introduction

Future Internet is the new playground and the new environment that allows for genera-
tive content [29] to be developed.

The technological advances, the new emerging paradigms such as software as a
service, business processes, business rules etc. have enriched and created a proper
environment where innovation can be fostered in the new context of the Future Internet.

SAP co-CEO Henning Kagermann talks in [15] about the internet of services as
being largely based on a service-oriented architecture (SOA), which is a flexible, stan-
dardized architecture that facilitates the combination of various applications into inter-
operable services. The Internet of Services also uses semantic tools technologies that
understand the meaning of information and facilitate the accessibility of content (video,
audio, print). Thus, data from various sources and different formats can easily be com-
bined and processed toward a wealth of innovative Web-based services.

In this context several major paradigms get mixed: Software as a Service (SaaS) [2],
Web 2.0 [22], and Enterprise 2.0 [17].

Major players such as Salesforce and Google already experiment and provide ser-
vices that meet the requirements of SaaS applications. They provide several APIs and
interconnectivity technologies either between their services or between other services
(such as Facebook for example). Despite open APIs, another perspective of services
aggregation on the Web is offered by mashups.

The wisdom of the crowd as it is characterized by O’Reilly in [22] is more and more
taken into account, because as stated in [27] customers know best what range of func-
tionality a software product should have and what the underlying processes they need
to support look like. As a consequence i.e. IDS Scheer provides ARIS MashZone,
which enables departmental users to create mashups for visualizing and evaluating a
wide range of data. Similarly SAP has SAP Research RoofTop Marketplace and IBM
has the IBM Mashup Center.

The rest of the paper is organized as follows: next section presents several def-
initions that were given for mashups as well addressing several approaches used to
build and execute mashups. In addition it addresses characteristics of mashups as
well as pointing out research questions. The last subsection addresses the rule based
approach for creating and executing mashups which has been introduced by us. Sec-
tion 3 provides a comparison between SaaS approach and the Mashup approach. The
paper closes with conclusions.
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2 Current approaches for building and executing
mashups

While initially mashups have been seen as a tool based approach, nowadays mashups
have attracted a lot of interest also from academia, and a lot of effort is consumed in
order to provide formalism for the new Future Internet with all its buzzwords: mashups,
cloud computing, cloud, internet of things, internet of services, Web 2.0, Web 3.0. In
addition in this new context, the ”Future Internet”, other paradigms such as business
process management, business rules and so forth must be immersed, and their re-
lation with such concepts must be addressed as well as dealing with the challenges
that arise from developing an understanding of further ways to interoperate, what the
stakeholders might demand, and how to achieve it if necessary [23].

Several definitions have been given to define the concept of mashup. Altinel et
al. in [1] define mashups as web application that combines content from two or more
applications to create a new application. Situational applications are enterprise web
applications built on-the-fly to solve a specific business problem. They are often devel-
oped without involvement of the IT department and operate outside of its control. They
combine data from a variety of enterprise sources such as SAP or Office applications,
back-end databases, and content management systems.

In a similar manner Grammel and Storey [11] define mashups as applications that
reuse and combine data and services available on the web. They are developed in
a rapid, ad-hoc manner to automate processes and remix information. This enables
users to explore information in new ways and saves valuable time that may be lost in
laborious routine tasks.

Although all the definitions provided emphasize more or less the same character-
istics the CEO of Google Eric Schmidt 1 defines Web 3.0 applications as ”applications
that are pieced together” - with the characteristics that the apps are relatively small, the
data is in the cloud, the apps can run on any device (PC or mobile), the apps are very
fast and very customizable, and are distributed virally (social networks, email, etc).

Even though there are already several definitions for the concept of mashups and
even though they seem similar, there is no concrete and no general accepted under-
standing of what a mashup is. Moreover in a special context such as WWW we are
dealing with a different type of business processes: web based business processes
that have special characteristics because the context is different. New technologies
such as Google Wave and the new W3C efforts of standardization for HTML 5 with
event stream and so forth emphasize more that the Internet and web programming is
rapidly changing towards new paradigms.

In consequence several research questions arise:

• formalization of the mashup concept

• methodologies of creating and executing mashups in the context, where browsers,
the Internet and the demands of the customers are the key points.

1http://www.youtube.com/watch?v=T0QJmmdw3b0&feature=player_embedded
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• modeling of web based business processes

Mashups are needed because they allow: (1) to foster innovation by unlocking and
remixing information in ways not originally planned for; (2) to uncover new business
insights by easily assembling information from multiple sources; (3) to increase agility
by supporting dynamic assembly and configuration of applications; (4) to speed up the
development; (5) to reduce development costs through lightweight integration, reuse
and sharing.

In general mashups approaches are grouped into two major categories: server-side
and client-side. Further more these could be refined into:

• data mashups: could be both on server-side as well on client side. The goal is to
create new data that did not exist before by taking remote information (from Web
services, feeds, or even just plain HTML ) and combining it with data from another
source.

• software mashups: both on server-side and client-side. On server side it is mainly
about web services, while on the client-side the code is directly integrated into the
browser

• presentation mashups: client-side and usually show existent information in an-
other way (e.g. Ajax Based ”desktops”)

Next subsections will address both server-side approaches as well as client-side
approaches.

Although pure mashups as also argued in [3] are client-side mashups, these are
much more difficult from a technical perspective compared to the server side mashups
[3]. However we have developed a client-side approach, rules-based that could be
used as an alternative to server-side mashups. This will be also addressed later on in
the paper.

2.1 Mashups as collection of Widgets

As presented in [9] a widget is a small client-side application that is authored using
Web standards, but whose content can also be embedded into Web documents.

Although W3C has released a candidate recommendation [6] that deals with pack-
ing and configuration of widgets there is no standard for creation and execution of
widgets. Companies such as Google, Yahoo, Amazon, Microsoft, IBM have developed
their own widgets and widgets platforms.

Google Gadgets are stored as XML files (i.e. http://www.google.com/ig/modules/
calendar3.xml). Google provides a repository of such gadgets that can be embedded
in your iGoogle page or in any other web page. Such gadgets have to be published on
the Google Gadget platform and only after that, they can be processed by the Google
Gadget Engine.

Such gadgets are embedded with the help of script elements. The result of their
execution is usually an iframe element that is added to the DOM [14] of the embedding
page. The iGoogle page is a collection of such gadgets.
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A Google Gadget comprises XML [5], HTML [13], JavaScript [7] and optionally CSS
[4]. The XML content is used to describe the gadget structure, HTML and CSS are used
to define the presentation and JavaScript is used to define the logic of the gadget. The
formal grammar of Google gadgets is defined in [21].

Yahoo Widgets are developed by Yahoo and although these have several common
characteristics with the Google Gadgets there are also some differences. These are
also stored as XML files. Yahoo widgets have also a formal grammar. They must be
also published on the Yahoo Widget Server (Konfabulator)2. In addition a widget engine
is required to be installed on the client machine. Yahoo Widgets are embedded in web
pages in similar manner to Google Gadgets by means of script elements.

However Yahoo widgets, as stated in [9] are programmatic interfaces that imple-
ment actions triggered by specific events. The Yahoo Widget specification, is a pro-
prietary format, which provides XML elements to describe: presentation; actions; pe-
riodic events (timers); preferences. The metadata that could be defined in a Yahoo
Widget is defined in a DTD3 file.

Typically widgets are defined declaratively using an XML based language, but the
generated executable code is platform dependent. Usually they are embedded using
iframe elements.

2.2 Pipes based mashups

Pipes are mainly about web data aggregation [9]. Various sources of data (typically
Atom or RSS feeds) are queried/aggregated to create a new data source (usually a
new feed). Pipes were pioneered by Yahoo with their Yahoo Pipes4. Yahoo Pipes
allows you to aggregate popular feeds and create data mashups using a visual editor.
Pipes are created by combing together several building blocks, such as: User Inputs,
Sources, URL, Operators, Location and so forth.

IBM Mashup Center has as its core a similar approach. But beside the core pipes-
based technology which has been improved with XPath constructs provides also the
means to create widgets. These widgets use as data sources, the feeds created with
their pipes based tool.

Semantic Pipes have been introduced in [19], [18]. As stated in [9] a Semantic Pipe
is a stored sequence of SPARQL queries over one or more RDF sources. The result
of each query is seen as a concrete and independent RDF resource. Various blocks
are defined to process data sources (but also HTML, XML and JSON) and blocks for
processing data (mainly RDF data) i.e. operators (defined on top of SPARQL language)
as well as user input blocks and conditional blocks. In addition DERI Pipes uses an
XML language behind the visual notations.

As a consequence a semantic mashup is a data mashup using RDF(S) as data
model and SPARQL services to implement the behavior [9]. However while in the
basic case semantic pipes just aggregate semantic data, semantic mashups may have

2http://widgets.yahoo.com/tools/
3http://widgets.yahoo.com/static/downloads/widget-meta-4.0.dtd
4http://pipes.yahoo.com/pipes/
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reasoning capabilities and semantic web reasoners such as KAON25, Pellet6, Racer7,
Jena8 and so forth might be used.

2.3 Intelligent mashups

The other approaches for creating and executing mashups that have been addressed
here are characterized by the following general comments:

• using Gadgets users should be able to do JavaScript programming. The alterna-
tive is to use already existent gadgets i.e. add then on a web page.

• using existent gadgets limits the user interaction

• to implement gadgets dependencies users should really write another gadget

• catching user activity is at the programming level (hard for business people)

• using Yahoo Widgets a user needs to install proprietary software on his local
machine;

• using Amazon Widgets users cannot change the widget behavior but just presen-
tation

A different approach for doing mashups is to use a rule-based approach, [25]. Rules
can be easily captured and modified, and they empower applications with grater flexibil-
ity. Moreover using rules to model and to execute mashups seems to be an appealing
solution that could: (1) offer another solution for service aggregation (the main focus
is on SOAP/REST based services) and (2) provide a simple way to understand, model
and define behavior/interaction between services.

Use case such as: usability - IF the user reads Reuters news about swine flu, THEN
deliver him similar video news from CNN and possibly update his swine flu Google Map;
advertising - IF the user loads financial news, offers him a three months subscription
to Financial Times; accessibility - Whenever the user clicks more than 3 times a menu
item add this item to the fast access menu items; are better easier captured with rules
rather than with plain JavaScript or some JS framework. In some conditions widgets
dependencies can be also implemented with rules.

The approach uses the JSON Rules language introduced in [10]. The main goals
are:

• move the reasoning process to the client-side;

• offer support for intelligent user interfaces;

• handle business workflows;
5http://kaon2.semanticweb.org/
6http://pellet.owldl.com/
7http://www.racer-systems.com/
8http://jena.sourceforge.net/
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• allow rule-based reasoning with semantic data inside HTML pages (reasoning
with RDFa);

• create intelligent mashups rule-based mashups;

• enable users to collaborate and share information on the WWW (rule sharing and
interchange)

The requirements as emphasized in [24] are:

• rules run in the browser;

• rules are Event-Condition-Action (ECA) rules;

• rules defined on top of DOM structure;

• events taken into account are DOM events and user defined events;

• conditions address the content of the pages;

• actions are defined by users (any JavaScript function calls could be an action)

3 Mashups vs. SaaS

The following comparison has been initially introduced in [25] and deals with Mashups
and SaaS.

[8] analyzes terms such as software as a service, software on demand, adaptive
enterprise and mashups and concludes that they are overlapping to many extents.

[2] argued that the ”service-based model of software is one in which services are
configured to meet a specific set of requirements at a point in time”. Components may
be bound instantly, based on the needs and discarded afterwards.

There are some key points that characterize software as a service (see for example,
[28]):

• network-based access and management of commercially available software

• activities managed from central locations rather than at each customer’s site,

• enabling customers to access applications remotely via the Web

• application delivery typically closer to a one-to-many model (single instance,
multi-tenant architecture) rather than to a one-to-one model, including architec-
ture, pricing, partnering, and management characteristics

• centralized feature updating, which obviates the need for end-users to download
patches and upgrades

• frequent integration into a larger network of communicating software - either as
part of a mashup or as a plugin to a platform as a service.
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Mashups are hybrid web applications, usually found out under the association of
SOA plus REST principles. Mash-up content is usually accessed through APIs from
third party providers, (sites, services), processed and then presented to the user in a
different format and with new insights. In such way new value is provided. One simple
way to explain mashups was introduced by ZDNet Executive Editor David Berlind in a
video presentation, What is a mashup?9, where, among other issues, he claims that
mashups are the fastest growing ecosystem on the Web.

Berlind introduced the mashup model by comparing it with the well known software
stack on the traditional computers. In traditional computer systems we have an operat-
ing system, and, on top of this, a number of application programming interfaces (APIs)
to access different services (i.e. the network, the display, the file system) and UIs to
get to different applications (i.e. the mouse, the keyboard) as in Figure 1. Developers
use these APIs to access different necessary services to create their applications.

Operating System

N
et

D
is

pl
ay

Fi
le UI

A
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Is

Application

Figure 1: Computer Model (David Berlind, ZDNet), [25]

Somehow mashups follow the same model but with a different infrastructure. The
Operating System is replaced by the Internet, and the old APIs are replaced with APIs
offered by different service providers such as Yahoo, Google, Technorati, Amazon etc.
as depicted in the Figure 2. In the same way developers use these APIs to get access
the available services. These services reside in the Internet, or we may also say on top
of the infrastructure offered by the Internet. In this way new applications are created
from old ones.

The software as a service approach uses a very similar model (see Figure 3). Sales-
force is a concrete example of this approach. However in this case the Operating Sys-
tem/Internet is represented by the Platform as a Service (i.e. Force.com).

Therefore, we see that while mashups are generally based on various service
sources available on the Web, software as service is mainly based on a proprietary
centric platform (which may handle different services). In SaaS, new applications are
generated by using only the platform services (i.e. platform as a service).

Due to their ”open” character, mashups besides the characteristics that define SaaS
applications have some other characteristics that arise from the way they are imple-
mented. Although some of these characteristics might overlap we present them here:

9http://news.zdnet.com/2422-13569_22-152729.html
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Figure 2: Mashup Model, (David Berlind, ZDNet), [25]
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Figure 3: SaaS Model, [25]

• Mashups are usually created with a mashup editor such as: JackBe10, IBM
Mashup Center11, Mozilla Ubiquity12, Yahoo Pipes13.

• Mashups use APIs from different platforms to aggregate and reuse the content.

• Usually mashups operate on XML based content such as Atom [20], [12], RSS 2.0
[26], and RDF [16], sometimes directly on the HTML level, strictly for presentation

• ”Melting Pot” style such that content is aggregated arbitrarily

• Create, read, update and delete (CRUD) operations are preferred to be based on
REST principles

On the other hand the approach introduced in [25] removes the specific platform
level and works directly on the content that any user has access to through a Web
browser. This approach is in sync with the current trend where the browser is the
server for the new type of web applications. A simple model of this approach with
respect to mashup can be imagined as in Figure 4.

10http://www.jackbe.com/
11http://www-01.ibm.com/software/lotus/products/mashups/
12http://labs.mozilla.com/projects/ubiquity/
13http://pipes.yahoo.com
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INTERNET

Mashup

Web browser

user defined rules

RuleEngine

Figure 4: Our Model, [25]

4 Conclusions

We have presented an overview on the approaches for creating and executing mashups.
The rule based approach has been introduced by us and strive to conform with most
of the mashup characteristics. Moreover this approach is a client side approach, which
makes it a pure mashup [3] approach. In addition we have touched also the problem of
mashups in the general context of Future Internet.
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Software understanding, as a primary cost in software engineering, becomes more
difficult since the complexity of service-based applications is steadily growing. Although
the post-traceability of requirements is considered a critical component in program
comprehension, current approaches often comprise only manual, tedious, and labo-
rious processes with a small degree of automation.

In this paper, we present Gears, a programming language-independent approach
for automated requirements traceability. Based on dynamic and static analysis in cor-
respondence with the execution of acceptance tests, we connect requirements, archi-
tecture, and implementation artifacts closer together. A small example illustrates our
idea for software understanding in service-oriented computing.

1 Introduction

Service-oriented computing allows for the loose coupling of service implementations
for the composition of complex software systems. Such systems choose and combine
several services to fulfill a certain requirement; they distribute the processing of a task;
and in the case of a failure they can redirect to another service provider. With the
concept of services, a system is divided into individual parts offering a new level of
abstraction at the component level. Thus, service-oriented systems base on require-
ments, service components, and their implementations.

However, software understanding, as a primary cost in software engineering [7,25],
becomes more difficult since the complexity of service-based systems is steadily grow-
ing. On the one hand, each application implements many requirements being dis-
tributed over the entire service landscape, on the other hand, the realization of indi-
vidual services range from simple message passing to the orchestration of full-fledged
applications [10]. Typical benefits of service-oriented computing such as the dynamic
composition of services, the transparent interoperability, or the heterogeneity of ser-
vice implementations hinder still more the comprehensibility of such systems [10].
Other approaches [26] for object-oriented or component-based comprehension can-
not be blindly applied to service-oriented computing as they do not address these key
issues. Thus, novel techniques must be developed to support the refinement from the
early phases of requirements to their realization within services and their implementa-
tions [21].

Requirements post-traceability [11], as the capability to follow the life of a require-
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ment down to architecture and implementation entities, provides significant information
for understanding software systems. For instance, developers know where a certain
requirement is implemented and in which requirements a certain entity is involved. Be
it for reuse of existing components or to locate the cause of a failure. These days,
the traceability of requirements is considered a critical component of any large-scale
software system and its long term maintenance [5]. It improves not only program com-
prehension but rather enhances the overall quality of software and several software
engineering activities [9,12,17,22].

Current requirements traceability approaches, however, are often manual, tedious,
and laborious [9, 12]. Especially, the small degree of automatization makes them im-
practical in the field of large-scale software development. Without appropriated con-
cepts, software engineers can focus only on the most important traceability links. As a
result, the traceability of requirements tends to get lost during software evolution. An-
other problem [23] is the large conceptual distance and the structural gap between dif-
ferent software views since no standard mapping between requirements, architecture,
and implementation entities exists. Most traceability tools do not consider software
from an integrated perspective where static and dynamic as well as all three software
views are interrelated with each other. This leads to an incomplete picture and to diffi-
culties in understanding software systems. All in all, requirements traceability remains
a widely reported problem area in industry [11].

In this paper, we introduce Gears, a programming language-independent approach
for automated requirements traceability. With Gears, we close the structural gap be-
tween requirements, architecture, and implementation artifacts by proposing a new
view of software systems. Several existing meta-models are combined to define rela-
tionships between these heterogenous software artifacts and to create one integrated
model for requirements traceability. We instantiate this model by adapted feature local-
ization concepts in correspondence with the automatic execution of acceptance tests.
Thus, we are able to provide trustworthy, up to date, and precisely captured trace infor-
mation without the effort and complexity of manually gathered traces. Our approach is
lightweight, adaptable to project-specific needs, and explicitly considers the component
structure of software systems. We present the basic properties of Gears such as the
conceptual meta-model, activities for application, and a first prototypic tool suite. In a
small example, we demonstrate expected benefits of requirements traceability within
software engineering.

The remainder of this paper is organized as follows: Section 2 describes Gears in
more detail. Section 3 explains a small example of our approach. Section 4 presents
related work. Section 5 concludes the paper and presents future work.

2 Gears: Automated Requirements Traceability

The goal of our approach is to maintain traceability information and to keep them
up to date. We connect the three perspectives—requirements, architecture, and
implementation—of a software system closer together and, so, we preserve the impor-
tant information about the interrelationships between these views that will otherwise

15-2 Fall 2009 Workshop



2 GEARS: AUTOMATED REQUIREMENTS TRACEABILITY

Static Dynamic

Requirements

Architecture

ImplementationClasses and 
Methods

Object 
Collaboration

Goals Use-cases and 
Scenarios

Components 
and 

Connectors

Component 
Interaction

time

Figure 1: The conceptual meta-model.

be lost during software evolution. The principle of Gears is to leverage the similar-
ity between the interaction and communication at different level of abstractions—users
communicate with the system, services interact with each other, and objects send mes-
sages to other objects. In requirements, users interact with the system as a black box.
This can be expressed by acceptance tests simulating the usage of the observed sys-
tem. Such tests can be implemented within a testing framework making them automat-
ically executable and repeatable. In architecture, the system is considered as a white
box with components interacting with each other to fulfill a certain user communica-
tion step. In implementation, each component is more refined as the collaboration of
objects that perform the request of a component. By connecting requirements with ac-
ceptance tests and analyzing them dynamically (feature localization [13, 27]), we can
trace requirements down to architectural and implementation entities.

2.1 Meta-Model

The meta-model combines requirements, architecture, and implementation from both a
static and a dynamic point of view. It structures trace information by defining concepts
and relations that should be recorded during the automatic execution of acceptance
tests.

Figure 1 describes the conceptual view of our meta-model. It consists of three
dimensions—each part describes one particular aspect of the entire system from an-
other perspective. By defining relationships between the six independent models from
the first two dimensions, we create an integrated meta-model for requirements trace-
ability. The time dimension is realized by multiple instances of the integrated model.
The generic description of our view can be instantiated by several different models
and, thus, it is useable in many different projects. For supporting project-specific adap-
tations, we define only minimal information capturing the common features of software
systems. Figure 1 presents a concrete instance of our view, here, we assume typical
concepts for each of the three development activities based on object-oriented and
component-oriented paradigms.
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Goals (model adapted from [22]) describe the functional requirements from a struc-
tural point of view—everything what the system has to provide. We map goals down to
architecture and implementation entities. The behavioral specification of requirements
is expressed by use-cases (model adapted from [22, 23]). Each use-case fulfills and
concretes a certain goal by describing the interaction between actors and the system
itself. Typically, a scenario step makes no assumptions about the system’s internals. In
architecture, this black box becomes clear and is built of components, connectors, and
their interaction.

Primarily, software architectures (model adapted from [23]) consist of components
and connectors. By using only both concepts, we assure a high-level abstraction where
no assumptions about technical details are made. We distinguish between internal and
external components whereas the former has access to the implementation level and
can be composed of other components. Connectors link components together and
determine a protocol with interfaces. As mentioned above, components are used in the
realization of goals and the interaction between components (model adapted from [23])
is the refinement and internal behavior of use-case scenario steps. An architecture
scenario consists of steps describing one interaction between components. These
architecture scenario steps, in turn, trigger the collaboration of objects as the internal
behavior of components.

Internal components are made up of source code entities such as classes and
methods (model adapted from [2, 8]). This model is language-independent and sup-
ports several object-oriented programming languages [8]. By stopping at the granular-
ity level of methods, we can hide the most language-dependent features that are not
necessary for requirements traceability. Source code entities and goals are interrelated
to each other analogous to components and goals. The internal run-time behavior of
a component (model adapted from [2, 13]) is based on the collaboration of objects.
Objects, as instances of classes, send messages from sender to receiver objects and,
thus, execute methods. A trace scenario is the refinement of an architectural interaction
after a component receives a request.

Due to the interconnections between all six views, our integrated meta-model con-
stitutes a proper foundation for requirements traceability. Goals are concreted by use-
cases and their scenarios. Scenarios are executed by actors or acceptance tests trig-
gering internal behavior of the system. At the architecture level, components interact
with each other to fulfill a use-case scenario step. At the implementation level, objects
as part of components collaborate with each other to perform the next architectural in-
teraction. Each object can be identified somewhere in the implementation structure and
each source code entity is part of a certain component. Thus, we can derive traceability
links between goals, components, and source code entities from the goal-dependent
behavior of the system.

2.2 Activities for Application

Gears proposes activities describing how our approach can be integrated into ex-
isting software development processes. Three activities—definition, execution, and
recovery—define tasks to instantiate the meta-model by particular tools or stakehold-
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Figure 2: Activities for applying Gears within existing software projects.

ers. Figure 2 presents an overview of the activities and when they should be used.
The definition activity requires the most manual effort. Requirements engineers de-

scribe mostly manually what the system has to provide (goals) and how (use-cases).
Simultaneously, software architects declare components and related source code en-
tities in a coarse-grained view that will be refined later on. This task is supported
by static analysis tools identifying structures in source code and connectors between
components. Moreover, these tools search for test cases that can be linked by soft-
ware testers with their corresponding requirements. The definition activity must be
performed once the system gets new requirements, additional acceptance tests, or
large architectural changes.

The execution activity is concerned with the automatic execution of acceptance
tests and their observation by dynamic analysis tools. The meta-model is instantiated
with information about the behavior of the system. Although we propose the automatic
execution of tests, this step can also be done manually by software testers. Usually,
dynamic analysis slows down the performance and produce a large amount of data.
For that reason, we suggest to execute this task in a stand-alone test environment and
at least in nightly builds.

The recovery activity deals with tools that use the collected information for recovery
of requirements traceability and architecture. The former is done with adapted concepts
from the feature location community [13,27] and the latter connects the behavior of the
system with its architectural description closing gaps such as forgotten connectors or
refined components.

2.3 Tool Suite

We also suggest a tool suite for Gears (see Figure 3). The main component is a central
repository that stores and provides the data of our meta-model. We prefer a relational
database server as it is remotely accessible by different applications, can handle multi-
ple users, and provides SQL as a unified API. A definition tool suite reflects the same-
named activity for defining requirements, linking test, and describing the architecture
within the central repository. The static analyzers support the software architect with
the definition of the big picture. The dynamic analyzers observe the running system that
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Figure 3: Proposed tool suite realizing Gears.

was triggered by an extended test runner or by a tracing tool for the manual execution of
use-cases. We require various analyzers since they transform the language-dependent
capabilities and properties of the system into our language-independent meta-model.
For instance, in service-based systems, we need for monitoring the communication be-
tween services and for each available implementation a particular analyzer. Tools for
the recovery activity can be seen under the repository as they read and manipulate the
gathered information for particular purposes such as requirements traceability. These
tools have also the possibility to influence the system itself, for instance for automatic
reengineering.

3 Traceability Example

We demonstrate the applicability and the benefits of Gears within a small software
system. The ”Travel Wizard” is a Web application where customers can query train
connections, buy tickets, or combine different services to book a complete travel. In the
following example (see Figure 4), we analyze the first requirement and its realization
from all six views. At the top end, we define the requirements view. On the left-hand
side, there is a goal for query train connections with two sub-goals for inserting data
and choosing different modes. On the dynamic side, there is one use-case refining the
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Figure 4: The dynamic analysis of the execution recovers the ”used in” relationship.

main goal. It describes what users (or acceptance test) have to do to query today’s
train connections from Berlin to Munich.

The architecture (center left) contains four components—three external services
and the Web application itself. The location service returns information about towns
such as their included rail stations. The rail service provides an API for external appli-
cations to query train connections or to reserve seats. The accounting service man-
ages financial matters. Last but not least, the Web application provides a user interface
for applying all the functionality of the Travel Wizard. We assume that the source code
of all components is available (bottom left as classes).

The behavior of the use-case scenario can be seen on the right-hand side. The
actor uses the Web application and its interface to query train connections from a town
to another. During the input of arrival and departure stations, the Web application
requests suggestions for rail stations from the location service. After all information
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is given, the travel wizard forwards the request to the rail service. In the end, the
result is presented to the user. The accounting service is not required in this use-case
and the architecture scenario is traced between the three mentioned components. As
refinement of the component interaction, the collaboration of objects describes trace
scenarios at the implementation level.

Each use-case scenario concretes a certain goal and is followed by the interaction
of components and objects. Due to the fact that each object was instantiated from a
certain class and each component is unambiguous, we can identify for each executed
component, object, and method a complement inside the static view. Thus, we can
trace a goal from use-cases via internal behavior through to the structure of our sys-
tem and reveal further information about the involved requirements (bottom left). For
instance, both rail and location services and their corresponding classes are used in
the goal ”Query Train Connections”. By using automatic acceptance tests and dynamic
analysis concepts [13] this knowledge can be derived automatically.

Having these traceability links, we can improve several software engineering activ-
ities [22]. For instance, in program comprehension, developers get a new navigation
concept as they can follow the life of a requirement down to architecture and imple-
mentation. They know which parts are involved in the implementation of a requirement
as well as they know which requirements depend on a certain part of the system. In
project management, customers know whether and where a certain requirement is im-
plemented. By using various metrics, engineers can estimate the required development
effort as they know the involved components and classes. Furthermore, similar require-
ments can be mapped to already implemented ones leading to a higher reusability of
existing system parts. In maintenance, failures are often reported by users in natu-
ral language. These descriptions can easier be mapped to requirements as directly
to source code. With related links to source code entities, developers can reduce the
search space for the cause of a failure.

4 Related Work

A variety of manual requirements traceability approaches exist such as the most known
concepts of requirements traceability matrices [24] and issue-based information sys-
tems (IBIS) [19] being implemented in several hyperlink tools [3, 6]. The components,
connectors, overall system, and their properties (CBSP for short) [14] and the software
architecture analysis method (SAAM) [18] are light-weight approaches for traceability
between requirements and architecture capturing and maintaining arbitrary complex
relationships. All approaches are flexible with respect to the regarded documents and
the entire software development life cycle. However, they suffer from manual effort to
define mappings and to keep them up to date.

Event-based traceability [4] establishes loosely coupled traceability links between
requirements and other documents. After creating manual links, an event server au-
tomatically notifies all subscribed entities if a requirement changes. Based on a few
manually created links, LeanArt [12] recovers traceability between use-case diagrams,
types, and variables. LeanArt mimics the human-driven procedure of searching for
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similarities between program entities and use-case elements with run-time monitor-
ing, program analysis, and machine learning. The TraceAnalyzer [9] is similar to our
approach since it uses run-time information of scenarios to recover traceability links.
TraceAnalyzer considers only classes and the used propagation technique has the
drawback to potentially derive incorrect relationships.

There are also some approaches based on information retrieval [1, 16, 20]. These
techniques have the benefit to process fully automatic but they have even the drawback
to create many false-positive mappings. In a position paper [15], the authors suggest
the dynamic analysis of acceptance and unit tests for requirements traceability. This
idea is similar to the research area of feature location [13,27]. Both approaches do not
consider the architecture of software systems.

5 Summary and Outlook

In this paper, we introduce an automatic approach for requirements traceability called
Gears. Based on an integrated meta-model, we bridge the structural gap between
heterogenous software artifacts and propose a minimalist, generic, and programming
language-indepent view of software systems. By using static and dynamic analysis
tools, we trace the execution of acceptance tests and instantiate our meta-model with
the necessary information to recover relationships between requirements, architecture,
and implementation entities.

The consideration of the architectural view enables Gears also in a service-oriented
environment. Services can be represented by components that interact with each other
at the architectural level and their internal behavior as the collaboration of objects.
Thus, we can follow the life of a requirement step-by-step through the interaction of
services as well as down to parts of their implementation in a transparent manner.
With this knowledge, developers can understand software from the user’s point of view
as they know why a certain method is really required. A small example illustrates our
idea.

We plan to extend Gears and our early prototype. Next steps include the creation
of a proper implementation and infrastructure; the realization of tools for requirements
traceability; and an evaluation of our approach.
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The use of model-driven engineering techniques for managing or self-managing
software systems can yield to significant benefits as models can be used to provide a
rich semantic base for monitoring, analyzing, planning and adapting software systems.
Moreover, the administration of today’s complex systems could be eased. This pa-
per outlines the application of models at runtime for monitoring and adapting software
systems. This includes a discussion of the causal relationship between those models
and a running system, appropriate abstractions of runtime models, the maintenance of
runtime models, and of emerged research challenges. The ideas are presented in the
context of IT Service Management and of autonomic/self-adaptive software. Both have
in common that runtime models reflecting a running system can be used for monitoring
and adapting the system.

1 Introduction

The complexity of today’s software systems impedes the management of these sys-
tems by humans. To increase the level of automation for management and to move
towards the vision of self-adaptive software [6] and Autonomic Computing [19], the
usage of Model-Driven Engineering (MDE) techniques can in principle help. Though
the MDE discipline is focused on the design, implementation and deployment stages
of software development, MDE techniques could be basically applied at runtime for
managing software systems, as argued by France and Rumpe [10].

Models at runtime can yield to significant benefits as they can provide a rich se-
mantic base for monitoring, analyzing, planning and adapting a managed software
system [1]. MDE techniques, like transformation, synchronization, merge, comparison,
and analysis on models, can increase the level of automation and finally reduce the
complexity of managing systems.

This paper outlines approaches that use models conforming to meta models and
selected model-driven techniques for monitoring and adapting software systems. Run-
time phenomena that occur in a managed system are observed through models reflect-
ing the structure and behavior of a running system at different levels of abstractions.
Such models can be used for further activities, like analyzing a system and deciding
about required adaptations. Finally, executing adaptations of a managed system are
also based on such models.

The paper is structured as follows: the approaches are presented in the context of IT
Service Management (Section 2) and of autonomic/self-adaptive software (Section 3),
while outlining research challenges for future work. Section 4 concludes the paper.
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2 IT Service Management

The de-facto standard to manage today’s complex and heterogeneous IT systems is
the IT Infrastructure Library (ITIL), currently in version 3, that provides a catalogue of
best practices for IT Service Management (ITSM) containing common definitions by us-
ing a common terminology. The integral part of ITSM is the Configuration Management
System (CMS), which is primarily a tool set and storage for Configuration Items (CI).
CIs are manageable elements of a managed system and they can be services, com-
ponents, incidents, hardware, software, buildings, persons, etc. The goal of a CMS is
to increase the quality and efficiency of system management.

Several commercial ITIL implementations exist, e.g., IBM Service Management [2],
which can be seen as state-of-the-art in ITSM. These approaches are quite powerful
and comprehensive. Nevertheless, they rely on a set of XML-based standards and do
not leverage the full strength of MDE. On the other hand, research approaches do not
focus on ITSM as proposed by ITIL, but they embrace aspects of runtime models in
different domains for managing running software systems [3,5,15,18,23].

This gap can be filled by exploiting model-driven techniques for a CMS, as we pro-
posed in [13]. Models based on meta models improve the manageability by providing a
suitable abstraction of a managed system, which enables direct user interaction as well
as the application of MDE techniques, like model transformations. Furthermore, vital
elements of a model-driven CMS are runtime models, which capture the structure and
behavior of a running managed system. Due to the broad scope of ITIL, we focused
on parts of it by addressing Service Asset & Configuration Management (reflecting CIs
and configurations of CIs in a CMS), Change Management (deciding about and plan-
ning changes of CIs), and Release & Deployment Management (performing changes
to a running system) through a model-driven CMS. However, the proposed CMS is
open to extensions for other management activities as defined by ITIL.

2.1 Model-Driven Configuration Management System (CMS)

After presenting a generic CMS that conforms to ITIL, potentials for applying MDE are
proposed.

Additionally to CIs, a generic CMS contains logical dependencies between CIs that
have to be captured as well as information that is required by management processes,
such as Change Management or Release & Deployment Management. Managing
CIs in the CMS is the task of Service Asset & Configuration Management. Figure 1
shows a CMS in the context of ITSM. A CMS consists of a federated Configuration
Management Database (CMDB) and a set of Managed Data Repositories (MDRs). An
MDR focuses on a specific domain of a managed system, e.g., database servers or
certain applications, and thus contains detailed information about CIs in that domain.
MDRs gather information about CIs from different sources within a managed system
through Management Interfaces. The federated CMDB is responsible for providing all
relevant CIs of a managed system and their logical dependencies at a higher level of
abstraction than the MDRs do.
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Therefore, each MDR federates its CIs to the CMDB where a coherent and consis-
tent set of CIs is reconciled. The CIs of the CMDB do not need to capture all details
about managed elements but at least basic information and references to correspond-
ing CIs in the MDRs, where detailed information about them are captured. Further-
more, a CMDB provides interfaces, which are used by management tools to query and
update CIs and management information.

Management 
Inferface

Management 
Inferface

MDR

CMDB

MDR

Change 
Management

Tools

Release & Deployment 
Management

Tools

Service Asset & 
Configuration Management

Tools

...

Management 
Inferface

Query/Update

Query/Update

Query/Update

Federation & Reconciliation

Management 
Inferface

CMSITSM

System

Figure 1: A Generic CMS in the Context of IT Service Management (ITSM)

Based on the generic CMS described above, models based on meta models and
MDE techniques such as transformation, synchronization, merge, comparison, and
analysis on models can be applied as follows.

Management Tools Management tools for processes, like Change Management,
can use models as an underlying formalism and graphical model editors to provide
a view on a managed system at an appropriate level of abstraction that facilitates the
understanding and management of the system. For example, a Change Management
tool is used to model changes that should be propagated to a running software sys-
tem. Based on data from a CMDB, if multiple representations of models are beneficial,
transformation, synchronization or merging are suitable applications of model-driven
techniques. Model analysis, e.g. in the form of checking constraints, can be applied for
reasoning, which supports decision making.

CMDB A runtime model is applicable within a CMDB capturing the structure of a
managed system. Thus, CIs being part of a managed system have to be captured
in the runtime model. In addition, the runtime model has at least to capture inter-
connections between CIs and changeable configuration properties whose adaptation
influences the structure or behavior of items in a managed system. Such a runtime
model is called a configuration model. For each management process, appropriate
management models are beneficial, which capture all required management informa-
tion and the relationships to CIs being part of the configuration model. For example,
a Change Management model can capture information about planned changes that
contain relationships to CIs on which these changes have to be performed.
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MDR A runtime model is also applicable to MDRs. Each MDR captures a domain
and therefore a specific subset of a managed system. Moreover, this runtime model
is usually vendor specific. Hence, it contains vendor specific information which is not
captured in the configuration model of the CMDB. A MDR runtime model is called a
vendor specific configuration model.

Query & Update Connecting a management tool to a CMDB can be conducted by
just copying the queried model into the management tool or by applying a transforma-
tion/merge that provides a more comprehensive model tailored to the corresponding
management process. A transformation/merge combines several models of the CMDB
into a single model that can be further used in a model editor of a management tool.
Furthermore, changes that are made to the models in a management tool have to be
transferred back to the models of the CMDB, which corresponds to a model update.

Federation & Reconciliation Transformation is applicable to federate the vendor
specific configuration model of each MDR into a partial configuration model within a
federated CMDB. A partial configuration model is a subset of the configuration model
used in the CMDB. The configuration model is derived by reconciling partial configura-
tion models. This reconciliation can be conducted by applying model merge.

2.2 Implementation

Currently, we have implemented several aspects of a model-driven CMS as proposed
in the previous section. The implementation covers an MDR for Enterprise Java Beans
3.0 (EJB) [7] applications that is based on the management interface provided by the
infrastructure mKernel [4]. The implemented CMDB is based on Eclipse CDO1, simple
management tools for Service Asset & Configuration Management, Change Manage-
ment and Release & Deployment Management are implemented within Eclipse and
EMF2, and all models being used are defined by meta models. Furthermore, model
transformations based on Story Diagrams [9] and Eclipse ATL3 have been applied to
automatically derive a runtime model in the form of a configuration model and to derive
and execute changes to a running software system.

2.3 Future Work: Vision of Autonomic IT Service Management

Applying MDE techniques, the level of automation in a CMS can be increased to make
progress towards the vision of autonomic computing in ITSM. Therefore, as future work
further steps towards engineering a full round trip in ITSM needs to be done, while eas-
ing system management for humans. Moreover, additional MDRs for other domains
than EJB-based applications should be supported to investigate the usage of MDE
techniques for reconciliation and to validate appropriate configuration models repre-
senting heterogeneous systems.

1Connected Data Objects; http://www.eclipse.org/modeling/emft/?project=cdo
2Eclipse Modeling Framework; http://www.eclipse.org/emf
3ATLAS Transformation Language, http://www.eclipse.org/m2m/atl/
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3 Autonomic and Self-Adaptive Software Systems

To keep its value for the user, software has to be frequently adapted to changes in the
environment [21]. Software adaptation can be conducted by modifying program vari-
ables (parameter adaptation) or by exchanging structural system components (compo-
sitional adaptation) possibly changing the software architecture [22]. However, adapta-
tions are impeded by the complexity of today’s software systems.

The vision of Autonomic Computing approaches this problem by applying the con-
cept of control loops, which originates from the domain of control engineering, and
adapting it to suit enterprise computing by self-management capabilities such as self-
configuration, self-healing, self-optimization and self-protection [19]. Most of the work
on autonomic computing employs parameter adaptation and therefore can employ well
understood control engineering techniques [16]. For some systems this is sufficient,
but sometimes compositional adaptations have to be employed to achieve the needed
self-management goals [20].

Therefore, each capability requires its own corresponding abstract view on a man-
aged software system. This view reflects the runtime state of a system regarding its
architecture and parameters in the context of the concern being addressed by the ca-
pability, e.g., performance in the case of self-optimization. These views should be
provided by models.

In this context, we propose a model-driven approach to ease the development of
architectural monitoring and adaptation for autonomic systems [26, 27]. By employing
MDE techniques and an optimized model transformation technique [12, 14] the run-
time system and several models aiming at different self-management capabilities are
synchronized online and incrementally.

While there are many examples for the benefits of adapting architectures at runtime
(cf. [11, 24, 28]), the usage of MDE techniques and models at runtime in this context
has recently found more attention [1]. Model-driven approaches considering runtime
models, in contrast to our one, do not work incrementally to maintain those models [15]
or they provide only one view on a managed system [8,23]. All these approaches [8,15,
23] do not apply advanced MDE techniques like model transformation between models
being specified by different meta models. In this context, only first ideas exist, like the
approach in [25], which performs only offline synchronizations, i.e., models have to be
read from files, and therefore leads to a performance loss. Moreover, it seems that their
approach involves non-incremental model transformations.

The next sections outline our model-driven approach and the implementation, and
finally discusses future work.

3.1 Approach

Our approach combines MDE and the vision of autonomic computing. MDE techniques
are employed to provide models describing different views on a managed software sys-
tems for different control loops being concerned with certain self-management capa-
bilities. The generic architecture of our approach is depicted in Figure 2(b). It extends
the control loop as shown in Figure 2(a) and proposed in [19] by introducing models as
the interface between Autonomic Managers and the Managed Element.
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Figure 2: Original (a) and Model-Driven Control Loop (b)

Instead of an Application Programming Interface (API) at a low level of abstrac-
tion, Sensors and Effectors provide a model-based view on a managed system in the
form of a Source Model that can be used for monitoring or adapting the system in
a model-based manner at runtime. The source model is maintained at runtime and
updated if changes occur in a managed system. Nevertheless, a source model repre-
sents all capabilities of sensors and effectors. Consequently, a source model might be
quite complex, which makes it laborious to use it as a basis for autonomic managers
implementing the control loop activities monitoring, analysis, planning and execution.
Thus, we propose to derive several Target Models at runtime using model transforma-
tion techniques. Each target model raises the level of abstraction with respect to the
source model and it provides a specific view on the software system required for an
autonomic manager focusing on a certain self-management capability. For example, a
manager being concerned with self-optimization uses only those specific models that
describe the resource utilization and performance attributes of a system, but does not
have to consider views that are covered by other managers focusing on self-healing or
self-protection. Consequently, several autonomic managers work on possibly different
target models as depicted at the top of Figure 2(b).

The different target models are maintained by a generic Model Transformation En-
gine being based on Triple Graph Grammars (TGG) [12,14]. Source and target models
are causally connected, i.e., changes in a source model are reflected in target mod-
els (monitoring) and vice versa (adaptation). This is possible due to the bidirectional
transformation and synchronization capabilities of TGGs present in the engine, which
work incrementally and therefore facilitate an efficient application at runtime. How two
models have to be synchronized is specified declaratively by TGG Rules at the level
of Meta Models for the source and target models. Hence, the rules are independent
of concrete models. Thus, source and target models have to conform to user defined
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meta models (cf. Figure 2(b)), and for each target meta model, TGG rules have to
be defined that specify the synchronization between the source model and the corre-
sponding target model. A TGG combines three conventional graph grammars: one
grammar describes a source model, the second one describes a target model and a
third grammar describes a correspondence model. A correspondence model explic-
itly stores the correspondence relationships between corresponding source and target
model elements.

To detect model modifications efficiently, the transformation engine relies on a noti-
fication mechanism that reports when a source model element has been changed. To
synchronize the changes of a source model to a target model, the engine first checks
if the model elements are still consistent by navigating efficiently between both mod-
els using the correspondence model. If this is not the case, the engine reestablishes
consistency by synchronizing attribute values and adjusting links. If this fails, the incon-
sistent target model elements are deleted and replaced by new ones that are consistent
to the source model.

Synchronization between source and target models can be triggered on demand
and the engine is able to synchronize two models that differ in more than one change.
This enables the concurrent operations of managers and the decoupling of target mod-
els from a source model to ensure consistent analysis or to transfer several target
model changes to the source model atomically.

3.2 Implementation

The implementation of the approach currently covers the capabilities to monitor the
architecture and parameters and to adapt parameters of applications that have been
realized with Enterprise Java Beans 3.0 (EJB) [7] technology. It considers performance
monitoring, architectural constraints checking and failure monitoring, and adapting val-
ues for Simple Environment Entries in these contexts. Simple environment entries are
configuration properties of enterprise beans.

The implementation is based on sensors and effectors the autonomic computing
infrastructure mKernel [4] provides for managing EJB-based systems. Based on the
capabilities of these sensors and effectors, a meta model for the EJB domain has been
developed that defines the source model. For target models, three meta models and
the required TGG rules covering the architecture, performance and failure states, which
aim at autonomic managers being concerned with self-configuration, self-optimization,
and self-healing, respectively, have been developed. Our model transformation engine
implementation and all meta models are based on the Eclipse Modeling Framework
(EMF). However, the whole infrastructure can run decoupled from the Eclipse work-
bench.

3.3 Future Work

As the current solution fully automates the monitoring of a managed system, it is
planned to cover the adaptation of architectures, i.e., compositional adaptations, and
to investigate the degree of automation for adaptations. Compositional adaptations are

Fall 2009 Workshop 16-7



Models at Runtime for Monitoring and Adapting Software Systems

more complex and might consist of a set of changes. Due to such complex changes,
there are several open research challenges that have to be tackled. First of all, the
order of complex architectural changes performed on a target model might differ from
the order of performing corresponding changes to the source model and therefore to
the managed system. Not suitable orders might, e.g., affect the consistency of a sys-
tem. Moreover, as source and target models reflect a managed system at different
levels of abstraction, this abstraction step might be too large to enable easily a bidi-
rectional synchronization. As a consequence, synchronizing target model changes to
the source model requires additional information such as default values that depend
on the concrete application. The same problem is discussed for model synchronization
in round-trip engineering in [17] that emphasizes the difficulties of bidirectional model
synchronization. Finally, autonomic managers working on different target models have
to be coordinated to avoid conflicts when several of them want to adapt the system
concurrently. Though, the common source model can be used for coordination, there
is still the problem that concurrent changes of disjoint parts of a model might interfere
at the semantic level.

4 Conclusion

This paper presented two approaches that use MDE techniques and models at run-
time for managing software systems in the contexts of IT service management and
autonomic/self-adaptive software systems. In both contexts, we have shown that mod-
els at runtime are an appropriate manner to support the monitoring and adaptation
of a running system. Moreover, implementations and open research challenges for
both approaches have been discussed. As the current results for both approaches are
promising, these challenges will be addressed to move towards the vision of autonomic
computing. Future work will mainly focus on enabling model-based architectural adap-
tations and to increase the level of automation, while investigating appropriate case
studies from both contexts.
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Service oriented computing became more and more important in the last years.
One Example is the increase in popularity of web services for business applications.
The principles of service orientation are also interesting for real-time applications. One
point that is difficult in this case is the network based implementation strategy of many
services. In order to analyze the influence of network components a round-trip-delay
measurement was made in an IP based network environment.

Furthermore, service oriented computing leads to distributed systems. The Fontane
project, a telemedicine project, forms such a distributed system. The communication
parts are of special interest. The vital signs of a patient are to be measured and stored
under real-time conditions, the measured data and results of preliminary analysis are
to be transmitted to the telemedicine center and all the attended doctors want to access
the electronic health record. This paper discusses first thoughts to this project.

Introduction

In general services are something that provides a definite functionality and can be used
by a client or application. In order to be useable by others services have to provide a
public interface. Figure 1 shows different characteristics of services from the point of
view of a particular user. Services in the outer circle, the white one, provides their
functionality indirectly to the user. Because of that the user does not know anything
about the service, the service can only be controlled by a third party.

SG

SKI

SSV

SID

SG ...

SID ...

SKI ...

SSV ...

SRT ...

Services in General

Services with Interface Description

Services with Known Interface

Services with Status Values

Services for Real-Time Computing

SRT

Figure 1: Service Categories

The next category represents services whose interface specification are known by
the user – the blue circle. This one can be directly controlled by the user but they can
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not dynamically managed. In this case the creator of the application has to implement
the functionality to use the service in a static way. The services in the red circle pro-
vide a machine readable interface description. This makes it possible to control and
combine the services dynamically at run-time.

The last category are services that provide status information. The easiest way
to do so is to return a result value to the user but thinkable is each kind of status
information. Status information are helpful for the user in order to detect problems and
errors respectively or to synchronize different activities at run-time.

In the field of real-time computing services are interesting which have an user known
interface in order to be direct controllable, return status information to the user which
are useable for fault tolerance and synchronization of activities and have optionally a
machine readable interface description for dynamic management. This group of ser-
vices is placed inside the green area.

Measurement of Round-Trip-Delay

Within this experiment [2] an overview is given of the time required for communication
in an IP-based network using Microsoft Windows as operating systems. Two computers
are used whose communication speed was determined at different configurations using
a simple client-server application. The basic specifications are listed below.

Computer 1 – Desktop:

Processor: Intel Pentium 4 540
Processor clock: 3.20 GHz

Number of cores: 1
Hyper-Threading: yes

CPU architecture : 32 bit
Main memory: 2 GByte DDR2 – 2 Channels
Memory clock: 266 MHz

Network: Broadcom NetXtreme 57xx Gigabit Controller
IP versions: 4 and 6

Operating system: Microsoft Windows XP Professional (SP 3)

Computer 2 – Laptop:

Processor: Intel Mobile Core 2 Duo T9550
Processor clock: 2.66 GHz

Number of cores: 2
Hyper-Threading: no

CPU architecture : 64 bit
Main memory: 4 GByte DDR3 – 2 Channels
Memory clock: 533 MHz

Network: Intel 82567LM Gigabit Network Connection
IP versions: 4 and 6

Operating system: Microsoft Windows 7 Ultimate Edition (Beta)
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The client generates a data packet with a length of 256 bytes and sends it to the
server. The server sends all received data back to the sender. On both sides, client
and server, the time needed for sending and receiving is measured (see figure 2). The
first measurement determined by the server is ignored since this also includes the time
for starting and initializing the client.

Server Client

Initialization

Start Time Measurement

Watch for Received Data

Return Received Data

Finish Time Measurement

Store Measurement Data

Initialization

Start Time Measurement

Send Data

Watch for Received Data

Finish Time Measurement

Store Measurement Data

Packet n

Packet n

Figure 2: Principle of Time Measurement

The data transmission is connectionless with UDP packets. This will first limit the
communication to the transmitted data – no additional acknowledgment data – and
second the server processes exactly the same amount of data as the client because
the data can only be read in packets. For communication on the network layer (OSI
layer 3) IP is used in version 4.

Both tasks, server and client, have been set to priority 15 – the highest non-real-time
priority for Microsoft Windows. The particular processes have retained their normal
priority of 9 (base priority).

Accuracy of Time Measurement

On both computers a counter with high resolution (High Performance Counter) is used
for time measurement. The Windows API provides the following two functions for using
this counter:

• QueryPerformanceFrequency () and
• QueryPerformanceCounter ().

These functions can determine the resolution of the counter in steps per second and
the current counter value.
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To measure the time for a particular action, the counter value before and after this
action is determined and the difference of the values is divided by the resolution. In this
method the execution time of the function call to determine the current counter value
influences each measurement. Therefore, it was previously analyzed how long it takes
to determine the counter values and how high the resolution of the counter is on both
computers. The values displayed in table 1 are made of a series of measurements
each with a million individual measurements.

Computer 1 – Desktop Computer 2 – Laptop

Mean Value 330.3 ns 1084.7 ns

9th Decile 340.8 ns 1154.9 ns

Standard Deviation 219.7 ns 321.9 ns

Resolution 0.3 ns 385.0 ns

Table 1: Time of determining a counter value

The 9th decile indicates the value that applies to that at least 90% of the measured
values are less or equal and at most 10% thereof are greater.

Time Measurement and Analysis

Because of the complexity of the experiment, the following explanation is based on the
example running the client software on computer 1.

To make a distinction between the influences of operating system and network, in
the first step both parts of the software running locally on one computer. The client uses
the ordinary IP address of the computer to send data to the server and not the synonym
’127.0.0.1’ for the local computer. To determine the effects of other components in
the network (routers, switches, ...), in the second step a comparative measurement
was made on a local network formed by the two computers. And in the last step the
measurements were carried out in the HPI network. Inside this network two switches
and one router are arranged between the computers (see figure 3).

Server Client
Router

Switch Switch

VLAN 1 VLAN 2

Figure 3: Network layout
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The values displayed in table 2 are made of a series of measurements per column
each with a million individual measurements.

Local Communication Local Network HPI Network

1st Decile 50.3 µs 359.7 µs 349.0 µs

Mean Value 51.2 µs 377.7 µs 378.4 µs

9th Decile 51.9 µs 390.9 µs 401.6 µs

Standard Deviation 4.4 µs 66.0 µs 70.5 µs

Table 2: Round-Trip-Delay

The 1st decile indicates the value that applies to that 90% of the measured values
are greater or equal and at most 10% thereof are less.

The figure 4 shows the measured data and the histogram for the first step, the local
communication on computer 1. One can see a clear maximum around 50.9 µs (89765
values) and some erratic values at higher times. Below 50.3 µs and above 51.9 µs are
at most 10% of the measured values in each case. This meets the expected distribution
of the measurement values.

(a) Measured Data (b) Histogram

Figure 4: Local communication

Figure 5 shows the timing values measured in the networks. At the first glance both
diagrams look alike. The only difference seems to be that in the local network appear
values below 300 µs and in HPI network not. Some small groups of values point to
periodic higher durations.

But on closer examination and analysis the effects of the HPI network become visi-
ble (see figure 6). One point of interest are the detected peaks itself. This formation of
groups about every 10 µs to 11 µs cannot be explained yet. But the reason for it can
definitely be found in the area of network hardware and/or network control because this
effect does not appear at the local communication.
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(a) Local Network (b) HPI Network

Figure 5: Network Communication

(a) Local Network (b) HPI Network

Figure 6: Histogram

The influence of the additional network components in the HPI network can be seen
at the absolute high of the peaks. In the case of local network the highest peak is at
369.8 µs (153483 values). The envelope can be described as bell-shaped. In the
case of HPI network the highest peak is at 349.0 µs (106865 values) and the envelope
is rather rectangular. The peak at 369.9 µs (only 40837 values) is clearly smaller.
Furthermore, in the case of HPI network the area between the 1st and the 9th decile
is approximately 68% larger than in the case of local network. Both facts point to an
additional delay of the data packets caused by the router and switches. Thereby the
influence of this components is not large enough to change the mean value noticeable.

And also another effect, periodical higher timings, can be detected in both cases.
The figure 7 shows this for the local network. As one can see, there are peaks every
30.1 sec – the higher one – and every 5.0 sec – the lower one. Certainly the operating
system executes other tasks in these intervals which have basically lower priorities than
the software used for the experiment.
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(a) Entire Measurement (b) Zoom

Figure 7: Periodical peaks while gauging

Telemedicine – The Fontane Project

Telemedicine is a sector of medicine where the contact between the involved persons
is held by a telecommunication infrastructure. The contact can be for example a phone
call, a transmission of monitored vital signs or a video conference to conduct a real-
time consultation. This is helpful if the involved persons are not able to meet each over
or if it is not necessary.

The Fontane project [3] aims to improve the medical attendance of patients with
cardiovascular diseases in the region Nordbrandenburg. The project is named for the
apothecary and poet Theodor Fontane who was born in Neuruppin, Nordbrandenburg,
and died in Berlin of ’unavoidable cardiac arrest’. The medical reasons for the region
Nordbrandenburg are the low number of ambulant working cardiologists and the high
cardiovascular death rate.

Medical Assessment at Home – Self-Monitoring

If a patient are vulnerable to a special kind of disease, it is helpful for him if he can
monitor its vital signs at home and transfer the information to the attending doctor who
checks the data. In this case the patient can live in familiar surroundings without to fear
to ignore first signs of the disease.

The basic hardware structure of such telemedicine projects provides medical de-
vices for self-monitoring at each patient and one telemedicine center. The devices on
the patient side capture medical data and transfer these to the telemedicine center.
Here the information are discussed by health professionals as well findings are created
and stored inside the electronic health record. Additionally the family doctor or other
authorized persons can visit the patient.

Today the medical devices on the patient side are designed as stand-alone devices.
This means that they capture a special amount of characteristic information and trans-
mit the data to the vendor of the device using specific software and data formats. The
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attending doctor can maybe program the devices and will get the information from the
vendors database. This makes it difficult to monitor more complex disease patterns or
to use devices of different vendors. Another point is that the simple data capturing and
transmission with the following manual analysis is only applicable for projects with low
number of patients.

In the future telemedical products shall be modular and scalable. The devices on
the patient side should be able to measure different vital signs and to analyze the data
locally. Significant variations from the normal conditions of the patient result in the
transmission of captured data and results of local analysis to the telemedicine center.
This decreases the workload of the telemedicine center in standard cases. On the
other hand the devices on the patient side will become more complex. One solution
is to design different measurement devices which only capture the vital signs and one
central device that can communicate with each of them, stores and analyzes the patient
data and manages the transfers with the telemedicine center.

Requirements for Telemedicine Products

The ideal case would be if medical devices operates day and night without errors.
But they are produced and controlled by humans and not every external influence is
considered by the developer. That makes it necessary that each operating condition
of such devices is well documented and tested. The key points are the safety of the
devices and the prevention of the user if such a device fails or if it is diverted from its
intended use.

General requirements for basic safety of medical electrical equipment are discussed
in the standard DIN EN 60601-1 [1]. This document contains:

• Classification of medical electrical devices (ME devices) and medical electrical
systems (ME systems)

• Terms and conditions for testing ME devices
• Identification, labeling and documentation of ME devices
• Protection against:

– Electrical hazards
– Mechanical hazards
– Hazards through undesirable and exceeding radiation
– Exceeding temperatures / fire
– Hazardous output values

• Programmable electrical medical systems (PEMS)
• Design of ME devices
• Electromagnetic compatibility (EMC) of ME devices and ME systems

In terms of PEMS this standard refers to two additional standards:

1. DIN EN 62304 (Medical device software – Software life-cycle processes) and
2. DIN EN ISO 14971 (Medical devices – Application of risk management to medical

devices).
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Another point of view is the interoperability of different medical devices. The central
device on the patient side, for instance, shall communicate with measurement devices
of different vendors or the electronic health record at the telemedicine center should be
readable and writable by different health professionals like the staff of the telemedicine
center, the family doctor or medical specialists. Therefore, the devices has to fulfill
special interface requirements. Relevant specifications and standards are:

• ISO/IEEE 11073 (Health informatics – Point-of-care medical device communica-
tion)

– Part 10101 (Nomenclature)
– Part 10201 (Domain information model)
– Part 20101 (Application profile – Base standard)
– Part 30200 (Transport profile – Cable connected)
– Part 30300 (Transport profile – Infrared wireless)
– Part 90101 (Analytical instruments – Point-of-care test)
– Part 91064 (Standard communication protocol – Computer-assisted electro-

cardiography)
– Part 92001 (Medical waveform format – Encoding rules)

• ISO 13606 (Health informatics – Electronic health record communication)

– Part 1 (Reference model)
– Part 2 (Archetype interchange)
– Part 3 (Reference archetypes and term lists)

• ISO 12052 (Health informatics – Digital imaging and communication in medicine
(DICOM) including workflow and data management)

• ISO/TR 22857 (Health informatics – Guidelines on data protection to facilitate
trans-border flows of personal health information)

• ISO/HL7 21731 (Health informatics – HL7 version 3 – Reference information
model – Release 1)

• ISO/HL7 27931 (Data Exchange Standards – Health Level Seven Version 2.5 –
An application protocol for electronic data exchange in healthcare environments)

• Bluetooth Health Device Profile
• USB Personal Health Care Device Class

For the communication between the patient side devices and the telemedicine cen-
ter normally a public network is used. The following standards refer to the intersection
of medical devices and networks.

• ISO 16056 (Health informatics – Interoperability of telehealth systems and net-
works)

– Part 1 (Introduction and definitions)
– Part 2 (Real-time systems)

• ISO/TR 21730 (Health informatics – Use of mobile wireless communication and
computing technology in healthcare facilities – Recommendations for electromag-
netic compatibility (management of unintentional electromagnetic interference)
with medical devices)
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As well it is important to guarantee the security and availability of the transmitted
information and the authorized access to all data stored in the system. On the patient
side the patient itself, his family doctor and the emergency doctor, for example, should
have access rights to the data. On the side of the telemedicine center all attending
doctors should access to the electronic health record. The following standards are of
interest to this points.

• ISO 17090 (Health informatics – Public key infrastructure)

– Part 1 (Overview of digital certificate services)
– Part 2 (Certificate profile)
– Part 3 (Policy management of certification authority)

• ISO/TR 21089 (Health informatics – Trusted end-to-end information flows)
• ISO/TS 21091 (Health informatics – Directory services for security, communica-

tions and identification of professionals and patients)
• ISO/TS 22600 (Health informatics – Privilege management and access control)

– Part 1 (Overview and policy management)
– Part 2 (Formal models)

The technical committee 215 (TC 215 – Health informatics) of the International
Organization for Standardization (ISO) works on further 45 draft standards.

The Fontane System Structure and Middleware

Within the Fontane project a control center is provided on the patient side which is able
to preliminary analyze and store the vital signs measured by specialized devices like
electrocardiograph or pulse oximeter. The measurement devices are wired or wireless
connected to the control center. The tasks of communication and control are subject
to real-time conditions. The control center sends the information, measured data and
results of the preliminary analysis, to the telemedicine center in adjustable time inter-
vals. The time can be defined by the attending doctor or in cases of emergency by the
control center itself. After data transmission the cardiologist at the telemedicine cen-
ter creates a finding and stores this in the electronic health record. All other medical
professionals can read and write the electronic health record depending on their role in
the health care process. The emergency doctor should be able to read the electronic
health record as well the personal data stored by the control center on patient side.
Additional the control center should have a positioning system which can transmit its
data in case of emergency to the ambulance vehicle using the telemedicine center.

The system is characterized by loosely coupled devices. Therefore, directory ser-
vices are one part of the middleware. On the side of the telemedicine center a list of
registered patients including their devices is required. On the patient side the control
center has to identify registered and activated measurement devices for transmitting
data.

Other tasks of the middleware are the connection management and data transfers
between all parties. The usage of wireless technologies makes trusted end-to-end
information flows necessary. For dynamic bandwidth control and data prioritization
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Figure 8: Fontane project – System structure

special attributes like priority, criticality, privacy and purge date have to be defined for
each data set. The access to the electronic health record by the involved persons each
with different tasks and/or rights needs role based policies.

Furthermore, the system itself is based on parameters which have to be dynamically
adjusted, like the frequency of creating findings for a certain patient. This parameters
can be set by using a system of rules defined and updated by the attended doctors.
This rules are also used to define the different system behavior in normal and emer-
gency cases.

Conclusion and Future Work

Service oriented computing offers a wide range of work and development. One part
of this area can be applications and or services for real-time systems. Here comes
in comparison with other working fields especially timing requirements into play. The
round-trip-delay measurement has shown in terms of networks that the predominant
number of data transmissions is concentrated around a mean value. But there are also
some erratic values which can be much higher than the mean value. This experiment
makes it clear that the use of services for real-time computing is a complex task if the
services are connected via network.

Another important point is the preliminary work on the Fontane project. Fundamen-
tal questions have here to be answered in the next weeks together with other partners
in this project. Our next part will be the participation on the development of the con-
trol center on patient side – the PhysioGate. Here the middleware shall be able to
communicate with the connected sensors, store their data and transmit this data to the
telemedicine center. All this actions run under real-time conditions.
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This document gives an overview of my current view on the topic of my promotion
and the current state of the research I have done since May 2009 at the HPI Research
School on Service-Oriented Systems Engineering within the operating systems and
middleware group supervised by Prof. Dr. Andreas Polze.

Since services are hosted by application servers, shifts in the underlying systems
have a great influence on their efficiency and functionality. Therefore it is necessary
to get a deep understanding of trends in operating systems and middleware as well
as hardware environments. This paper discusses some of these shifts. It will take a
short look on energy efficiency and a deeper one on programming models for multi-
core computers. Thereby first the application of graphic cards for parallel computing
will be evaluated using the example of CUDA. Then a brief summary on the limits of
threads for the Windows platform is shown.

1 Introduction

Services, especially web services, are hosted by application servers running in enter-
prise server environments. To create and maintain services that are reliable and deliver
a good performance, one has to understand the underlying layers. Not only application
servers have to be considered, but also trends in operating systems and hardware.
Knowing the whole system provides the foundation to optimize every level for the exe-
cution of services. In addition this is the only way to generate useful service meta-data
information such as the reliability, scalability and carbon footprint of a service.

One of the most popular trends is the architectural shift towards multiple processing
units. It leads to a situation where software can only benefit from Moore’s law, if it can
be parallelized in a way that exploits that new architecture. In other words: if we can not
adapt, new software will be slower on emerging processor architectures. The reason
for this shift is the fact that increasing computational power and density of transistors
not only results in increased power requirements, but also in additional heat production.
For every 10 °C increase in temperature the failure rate of a system doubles (Arrenhius’
equation) [8]. This is why cooling and power supply have become the most expensive
parts in high-performance computer centers. Two ways lead out of this misery. On the
one hand we have to consider energy savings to decrease the costs of maintaining
computer systems. This topic is discussed in section 2. On the other hand we have
to write software to be highly parallelizable to benefit from new architectures. This
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way computation can be distributed and thus heat issues can be managed with greater
efficiency. Unfortunately writing parallel programs is not as easy as using a new API or
learning a new programming language. Actually we have to learn a new way of thinking
about the software problems we face and the way we solve them. Section 3 is devoted
to the subject of programming models for multi-core environments.

Another development, which rises straight out of its cradle, is cloud computing. The
greatest change is the shift of responsibility for the availability and administrative work
to the hands of an external provider. This allows users to concentrate on their core
business. The cloud will be highly scalable and users will only have to pay for the
compute power they use. Just as we now pay for electricity from the socket. Currently,
many details are still in the dark. Thus, it is unclear what kinds of software systems will
benefit from these platforms and how these will be written. But one thing is for sure:
the underlying program must be highly scalable. In the context of this paper I will not
consider cloud computing in detail.

 

 

 

Service
Unit of 

parallelization 
(multi-core)

Unit of efficiency 
(green IT)

Unit of billing 
(cloud)

...

Figure 1: Services are the unit of scale in different domains.

As illustrated in Figure 1 all these shifts support the idea of seeing software as a
service. But they also suggest that we should revise our service notion. This way we
can check if it can handle the new developments in a good fashion and see spots where
we can adapt it to derive the greatest benefits from the new situation.

2 Energy Efficiency

Many Application servers are hosted in huge computer centers. In order to fulfill their
high performance requirements these centers make use of a lot of computers. In the
past the hardware of these computers was the main expense in building and main-
taining a high performance computing center. But this is no longer true. Nowadays
the costs for power supply and cooling of the hardware are about 50 to 70% [4] of the
overall costs of the computer center.
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2 ENERGY EFFICIENCY

In such a situation it is import to find new ways to reduce the energy consumption
and the heat generation of the applied hardware components. This reduction should be
accelerated by means of the operating system which should orchestrate the hardware
components in an intelligent way. [8] and [22] show that such an approach can save a
big amount of energy for a very small performance loss. In [18] a solution for CPUs is
presented that not only reduces the energy footprint of the computer, but also increases
the resulting performance.

Looking at the energy problem from the viewpoint of services we see a lack of
convenient metrics. Having meta data information on the energy consumption and
the CO2 footprint of a service would make it possible to compose them in a more
intelligent fashion. This way we could not only predict the energy needed to use a
service, but also compose it in a way that minimizes the CO2 footprint. Services are
small, composeable and annotated with meta data by design. Thus they provide a solid
basis for considerations on energy efficiency.

As described in [3] in the future power-aware features should be available to all
major parts of the system. While there are big improvements in CPU and hard disk
architectures, I found little research on the field of main memory. Thus I evaluated the
energy consumption of main memory bricks for different usage scenarios. Therefore a
test system was configured with different amounts of main memory. In all configurations
the efficiency in handling the workload as well the energy consumption was measured.
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Figure 2: Energy consumption of selected applications in relation to main memory brick
count. A higher memory size leads to a bigger energy footprint, even if the additional
memory is not used.

As depicted in Figure 2 the experiment showed that each memory brick adds about
2% to the memory footprint of the system. To make it worse this is the case even
if the memory is not used at all. If this holds for most desktop computers it would
be desirable to create hardware and operating system support to disable unnecessary
memory bricks dynamically. This way energy savings could be brought one step further
without any reduction in quality or service penalties. This technique would lead to
approximately 6% power savings in the test system.
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In order to get a broader view on the problem it is important to test some other
desktop computer configurations as well as server computers. In addition a comparison
of different memory brick sizes and vendors would be interesting.

3 Programming Models for Parallel Computing

Finding a good way to write programs for multi-core environments has again become
a very popular topic. While many new languages arise, most of them reuse concepts
that were already known, for example in communicating sequential processes [7] and
its implementation Occam. With Intel’s Threading Building Blocks [9] and Microsoft’s
Parallel Extensions to .NET Framework [13] APIs are provided that aim to ease the
use of multi-threading in C++ and the .NET Framework. Amongst others they bring
constructs that allow programmers to declare that loops are to be executed in paral-
lel. Another parallel programming model uses agents that communicate via channels.
Microsoft’s Axum is based on such a model.

Lots of influence arises from fields where parallel computing is long since applied.
One example is the area of distributed computing, where parts of the program are
running on different machines. Here we can find fast accessible memory on the lo-
cal machine, but a fairly slow communication channel to the server or peers. Similar
problems show up with the Non-Uniform Memory Access (NUMA) in modern processor
architectures.

Another example for fields that already have highly parallelized programs is the area
of graphic processing units (GPU). In order to execute their particular tasks, graphic
cards benefit from calculating many equivalent functions in parallel. Programming for
graphic cards has long since been a very specialized task. The applied programming
models were only a reflection of the hardware of these devices. But in order to exploit
the cards for new visual effects there has been a shift to general purpose graphic cards
(GPGPUs) for some years. Though this shift has not finished yet, graphic cards are
becoming more general and CPUs are becoming more parallel. So perhaps they will
converge at some point in the future. In subsection 3.1 I present my experiences with
the NVIDIA CUDA programming model as one representative for GPGPUs.

Besides programming models, another problem that we have to face when we think
about parallel computing are the restrictions of hardware and the limits of the operating
systems and middlewares we use. I took a first step in studying the limits of thread
creations which is presented in subsection 3.2.

3.1 General purpose graphic processing using CUDA

For some years graphic cards were not only used to render pictures to screens, but
also for mathematical processing. Therefore shader languages or vendor specific
languages like Brook+, Cal or Cg were applied. Today with languages like NVIDIA
CUDA [15] and the AMD Stream Computing SDK [1] it is even possible to write pro-
grams using only a few extension to the C programming language. The next step will be
the application of the emerging OpenCL [2, 10] API. It will allow to program algorithms
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that abstract from CPU and GPU as the underlying processing device. Current OpenCL
implementations are not yet fully usable. AMD provides an implementation that is only
capable to use the CPU while NVIDIA only supports the use of their CUDA-enabled
graphic cards. This is why this section focuses on CUDA which is a well established
"scalable parallel programming model and a software environment for parallel comput-
ing." [19]

It allows writing programs that run on general purpose graphic processors (GPGPU)
by NVIDIA. Due to the hardware architecture of these devices, many complex compu-
tational problems can be solved much faster than on current CPUs. These problems in-
clude physical computations and video processing. Nowadays development for CUDA
is done using some C extensions. The code is precompiled with a compiler provided by
NVIDIA and finally compiled to binaries accessing CUDA-enabled graphic drivers. For
CUDA works with all modern graphic cards from NVIDIA, even NVIDIA ION [14], it is
available in hundreds of thousands of computers. This makes it particularly interesting
for research on parallel computing.

3.1.1 Programming Model

The design goals of the CUDA programming model are to enable programmers to
develop parallel algorithms that scale to hundreds of cores using thousands of threads.
[19] Thereby the developers should not need to think about the mechanics of a parallel
programming language and should be enabled to employ the CPU as well as the GPU.

The application parts that are executed on the graphic card are called kernels. They
are executed by lots of lightweight CUDA threads which can communicate using slow
device memory or fast shared memory. While the kernel is running the CPU is free to
handle other workload. Each kernel has some equivalent tasks to fulfill. Listing 1 shows
such a typical kernel execution scheme. At first each thread can calculate its unique
thread identifier using some constructs provided by the CUDA environment. This iden-
tifier can be used to make control decisions and to compute the memory addresses of
the input parameters. Finally the calculated result is written back to the global memory.

/ / d e r i v e a b s o l u t e t h r e a d i d f r o m b l o c k i d a n d r e l a t i v e t h r e a d i d
i n t t h read Id = b lock Idx . x * blockDim . x + th read Idx . x ;
i n t parameter = dataGpu [ th read Id ] ; } / / r e a d f r o m a r r a y ( u s i n g i d a s i n d e x )
r e s u l t = parameter * parameter ; } / / c a l c u l a t e t h e r e s u l t
dataGpu [ th read Id ] = r e s u l t ; } / / w r i t e t o a r r a y ( u s i n g i d a s i n d e x )

Listing 1: CUDA kernel execution scheme

There is a strict separation of kernel routines and normal program routines. Kernel
code cannot access host memory. Kernel methods must not be recursive and must not
use static variables.

3.1.2 Evaluation with an example

In order to get a deep understanding of the programming model, I chose an active
research problem that is complex enough to demonstrate the abilities and limits of

Fall 2009 Workshop 18-5



On Programming Models for Multi-Core Computers

CUDA. The n queens puzzle fulfilled these requirements. Its goal is to find all ways
to place a given number n of queens on a chessboard which has n times n fields. A
configuration is only valid if no queen attacks another one. This holds if no queen is
placed in a row, column or diagonal that is used by another queen.

All solutions for this puzzle are known up to a number of 26 queens. Preußer
et al. from the University of Dresden [5] calculated all 22,317,699,616,364,044 valid
configurations using specialized FPGA boards. Another project is NQueens@Home by
Figueroa from the Universidad de Concepción de Chile [6] who uses an approach that
is similar to Folding@home [17] where a middleware is provided that distributes work
packages over the Internet. While calculations are done by the personal computers of
registered users in both cases, NQueens@Home does not exploit their graphic cards.
This is critical, because the statistics of the Folding@home project [16] show, that the
application of graphic cards brings a huge performance benefit compared to common
CPUs.

Both projects are based on an optimized single-threaded algorithm written by J.
Somers [23]. After investigating the problem and programming an own solution, I de-
cided to take the algorithm of J. Somers as the basis for my CUDA version as well. This
decision founded on the fact that this algorithm does not use recursions, consumes little
memory and is widely accepted.

The first and most important step was to parallelize the algorithm. Therefore I mod-
ified it in a way that allowed the precalculation of board settings for a given number of
rows. Its results are then used as the input for an algorithm that calculates all solu-
tions starting from the given setting. Applied to CUDA, the first algorithm runs on the
host and the second one as a kernel on the graphic card. After the basic program was
running, I step by step modified it to use fast shared memory instead of slow mapped
device memory for the arrays. As shared memory is rare on graphic cards, using more
of it reduced the number of threads I could deploy.
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Figure 3: Runtime comparison of different versions of the NQueens program. The
higher the version number the more shared memory is used instead of device memory.
While the optimizations lead to better performance on the latest graphic cards (Geforce
GTX 275), it results in worse performance on former CUDA-enabled versions (Geforce
8600M GS).
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In Figure 3 the performance impact of these optimization steps is shown. Using
a graphic card with the latest CUDA-enabled architecture from NVIDIA (Geforce GTX
275), the shift from device to shared memory lead to a performance increase. The ben-
efit from faster memory accesses exceeded the penalty of the reduced thread count.
On the other hand the same optimizations lead to a decreased performance on the for-
mer architecture (Geforce 8600M GS). Surprisingly after the last optimization step the
performance is significantly improved and outperforms the original program version.
In the last version shared memory is used for all arrays and the memory footprint per
thread is minimized as well. The reason for the different results of the optimizations
on the different architectures is a performance problem that arises from incoherent
memory accesses on later CUDA-enabled architectures.

This evaluation shows that general purpose graphic cards are still far away from
CPUs, because programmers can not even make assumptions on the effects that opti-
mizations of a program will have. A program that is optimized for one architecture will
not necessarily run fast on another CUDA-enabled architecture.

3.1.3 Conclusion

During my experience with the CUDA programming model I learned that there are a
lot of restrictions a programmer must cope with. At first there is the unavailability of
recursion and the differentiation of CUDA subroutines from normal routines. This is not
only very unfamiliar to C programmers, but leads to replicated code as well. The second
one is the focus on minimizing the memory usage of the algorithms. As a programmer
one has to think "more carefully about memory access patterns and data structures
sizes". [11] Another problem with memory that I faced was the unpredictability of the
resulting register count. I was not able to derive a pattern for the number of occupied
registers from code changes. Unfortunately one needs to know the number of occupied
registers at coding time to optimize the code accordingly.

The last and most surprising restricting is that CUDA threads are only allowed to
run for a very short period of time. Long running CUDA kernels result in a driver
restart will thus be canceled. If a program needs to run several seconds or more, the
display mode of the operating system must either be deactivated or additional graphics
hardware must be used to take over the rendering work.

There is still a lot of work to do until general purpose programming for graphic cards
will be as comfortable as programming for CPUs.

3.2 Pushing the Limits: Processes and Threads

The usage of multiple processes and threads as workers is a widespread programming
model. Inspired by an article of Mark Russinovich [20] and in cooperation with a vendor
of complex enterprise applications, we tried to figure out what are the limits in the usage
of processes and threads. The first approach which is described in this section was the
creation of a model to predict the number of threads that can be created on a 64-bit
Windows operating system. While lots of information is present for 32-bit [20], there is
little information available for a 64-bit Windows operating system.
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After studying the Windows internals to figure out how much memory a thread con-
sumes [21], we came up with a fairly simple model:

max_tℎreads =
(available_memory + available_pagefile_memory)− program_ℎeap

kernel_tℎread_size+ tℎread_commited_memory

kernel_tℎread_size = size(kernel_stack) + size(TEB) + size(ETHREAD)

The maximal thread count equals the amount of memory that is available for thread
stacks divided by the size of a thread. A thread’s size is the sum of its user mode as
well as its kernel mode representation. Due to some additional kernel constructs the
size of kernel representation of a thread is negligible bigger than in our model. In order
to check the accuracy of this model, we compared it against some benchmark results.

2 GB 6 GB 8 GB

computed 39.412 93.173 140.319

native C 31.662 80.611 129.737

Java 15.691 44.458 70.883

.NET 1.464 3.985 6.319
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Figure 4: Maximal thread count that can be achieved for different memory sizes on a
64-bit Windows 7 operating system using C, .NET and Java compared to a computed
value based on our model.

Figure 4 shows the results of our evaluation. We found that our model fits very well
for native C. The divergence is due to Address Space Layout Randomization (ASLR)
which is included in Windows operation systems since Windows Vista. Using the Java
environment half of this thread count can be created. That penalty is due to the over-
head for the thread management of the Java Virtual Machine. With the .NET framework
the possible thread count is even smaller. This is due to the fact that .NET relies on
committed memory which potentially wastes resources for they are unused. Further
inspection of the Shared Source Common Language Infrastructure (SSCLI) [12] would
be necessary to check what improvements are possible here.

While studying the Windows internals and investigating the limiting factors for thread
creations within the operating system, a lot of interesting questions arose that we will
try to answer in the future.
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4 Conclusion

This paper gives an overview of current architectural shifts and their impact on service
computing. In section 2 energy efficiency considerations are presented. The need for
operating system and middleware support to reduce the power consumption of a sys-
tem by deactivating unnecessary system parts is illustrated by the example of memory
bricks. Furthermore in section 3 the emerging importance of programming models
for multi-core computers are discussed. Taking CUDA as one representative, general
purpose GPU programming models were studied. The restrictions of these models
were shown by evaluating a solution to the n queens problem. Some of the limits and
problems of parallel computing were examined.

As shown in this paper we face a lot of interesting architectural shifts today. In order
to let service computing benefit the most from these shifts, we need to get a better
understanding of them and to revise our service notion appropriately.
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Towards a Service Landscape for a
Real-Time Project Manager Dashboard

Thomas Kowark

thomas.kowark@hpi.uni-potsdam.de

Continuously improving possibilities for electronic communication have facilitated
a shift from co-located towards geographically distributed development teams. While
those virtual development teams combine the cumulative knowledge of their mem-
bers without the need for costly travels or relocations, they also have to cope with
the challenges that the mainly indirect communication implies. Problems within the
team structure or the communication behavior are much harder to recognize and
can jeopardize project success. Hence, project managers should be able to have an
overview about the communication patterns of their team during all, and especially
early, stages of the development process.

This report presents the extensions that have been applied to the d.store platform
in order to utilize it for capturing and analyzing the digital communication artifacts
created by the members of software development teams. Furthermore, a case study
is outlined that re-enacts a large scale development process during the course of a
university lecture. Thus, it provides extensive data about the digital communication
footprints of software developers that can be compared to analog observations to
reason about indicators for communication problems present within the digital traces.

1 Introduction

The digital footprint of developers is steadily increasing due to various reasons. First
of all, in geographically distributed teams (e.g., virtual development teams), elec-
tronic communication is often the fastest and most cost-effective way of communi-
cating with other team members. But even co-located teams are producing more
and more digital artifacts of their work because of modern collaborative applica-
tion lifecycle management (ALM) tools such as Trac, Codebeamer, or RedMine [9].
These tools aggregate the formerly widespread landscape of CASE-tools into single
applications. Thus, only one system needs to be set-up in order to provide function-
ality like bug tracking, wikis, or time management. However, some communication
aspects, like instant-messaging or email, are in most cases still covered by external
tools, even though some ALM solutions support those functionalities.

d.Store Platform In order to provide a unified representation of this heterogenous
data, the d.store platform has been developed [11]. It uses the Resource Description
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Framework (RDF) [2] and the Web Ontology Language Extension (OWL) [3] to de-
fine semantic descriptions of the underlying models along with all relations between
the model elements (e.g., the different relations a person can have to an email).
The semantic description of domain ontologies is quite beneficial, since it (1) allows
to easily extend the platform with support for new types of resources and (2) sim-
plifies the generation of meaningful queries on the data since the data models are
extensively described.

So far, the platform has been used for a post-hoc analysis of the digital communi-
cation of virtual design teams. Those studies have revealed patterns within the team
communication behavior that can be used to assess expected team performance in
the early stages of the examined projects and capture a variety of possible commu-
nication problems [10]. Accordingly, project managers might be able to intervene
as soon as such patterns become apparent and thereby help to improve the overall
project outcome. Additionally, side-projects have been started to further extend the
platform with means to visualize the gathered data or extend some of the artifacts
with information about their importance for the overall team communication.

The distinctive character of the evaluated projects has raised the question, whether
the observations and findings also hold true in other set-ups and team structures.
We have therefore extended the existing platform to capture digital artifacts that are
very common in software development processes and additionally set-up a mid-
sized software development project that serves as a case study. Those two mea-
sures help us to investigate the digital communication behavior of software develop-
ers and compare it to the patterns found for engineering design teams.

The remainder of this research report is structured as follows: Section 2 presents
related work in the field of project team communication analysis. Section 3 gives an
overview about our recent research activities and the extensions that have been
developed for the d.store platform. Section 4 presents the outline of an upcoming
case study, as well as other projects regarding the further improvement of the d.store
platform and concludes the report.

2 Related Work

The analysis of development team communication in the field of software engineer-
ing has been the topic of preceding research and development efforts.

Various collaborative application lifecycle management tools like the aforemen-
tioned Trac, RedMine, or CodeBeamer try to provide a single point of access for
developers and, additionally, allow basic queries on the data present within the sys-
tems. The amount of available datasources differs between those products, as does
the flexibility of the definition of queries on this data.

An approach that aggregates data from different data sources has been devel-
oped by Ohira et. al [6]. The Empirical Project Monitor relies on numerous feeder
applications that parse datasources like source code management systems, bug
trackers, or email archives. It provides a number of preset visualizations for this
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data. Additionally, an underlying communication model tries to detect flaws within
the collaboration behavior based on empirical studies.

Reiner [8] presented a proposal for a knowledge modeling framework that sup-
ports the collaboration of design teams. Communication information has been de-
duced from explicit interactions between members of a design team by a software
tool that he developed to provide a prototypical implementation for the proposed
framework.

While all those approaches are able to create the same views on the available
communication artifacts as our approach, the difference can be found within the rep-
resentation of the internal models. The semantically annotated models of the d.store
can be easily extended with new ontologies by adding the respective resource de-
scription to the application. Additionally, external services that parse the information
available in various sources can feed the d.store networks with new data. This also
allows to simply re-use existing resource definitions for the information from differ-
ent implementations of the same concepts (e.g., different wiki types). The afore-
mentioned implementations would require extensive adoptions of internal models to
achieve the same behavior and defining arbitrary queries on this data would require
knowledge about those internal data structures.

3 Recent Work

During the last six months, focus has been put on extensions to the d.store platform
that, in addition to the existing support for emails, wiki pages, and WebDAV folders,
allow for an investigation of team dynamics especially within software development
teams. As shown by the highlighted boxes in Figure 1, the platform now is able to
handle information retrieved from Subversion1 repositories (SVN), as well as wiki
pages and bug tracking information available within CodeBeamer - a solution for
collaborative application lifecycle management.

Both additions to the platform included the implementation of a so-called feeder
service that connects to the respective data source (i.e., the SVN repository and
the CodeBeamer Web Service interfaces) and generates a Javascript Simple Ob-
ject Notation (JSON) representation of the data. These JSON objects have to follow
the resource definition specified within Resource Definition Framework (RDF) docu-
ments that have been created for both conceptual models. The resulting ontologies
allow to incorporate the information into the team communication networks [11] cre-
ated by the d.store.

Using wiki, SVN, and email information from previous projects of the develop-
ment exercise of a software engineering lecture, it was tried to identify patterns
within those graphs that indicate strong or weak individual or team performances.
Since only little information regarding the roles of the team members and their dis-
tinct characteristics has been collected during this lecture, only weak indicators but
no statistically significant evidence could be derived that certain communication and

1http://subversion.org/
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Figure 1: Extensions to the d.store service-landscape.

source code management behavior is beneficial for the project outcome. An ex-

ample for such an indicator is the observation that team members with extreme

check-in behavior seem to be more easily remembered by the project tutors. Gener-

ally, students that were responsible for many commits were considered to be “heavy

performers”. Those with very few were sought to have “struggled” keeping up with

their team members.

While those factors might indicate that a certain person might be a good, or at

least diligent, programmer, other factors are also important for project success. Re-

cent studies indicate that the social network between the developers can be used

to predict project failures [5]. Hence, good programming skills of single persons

are no guarantee for an overall good team performance. To take this into account,

a case study with a closer resemblance of real life development processes and a

more structured observation process became necessary to provide the foundation

for meaningful data collection, analysis, and accordingly, hypotheses creation [4].

The outline of the examined project and the methods used for analyzing the com-

munication behavior of the project members is presented in the following section.

4 A Software Engineering Case Study

The implementation of the d.store extensions for SVN and CodeBeamer information

is the foundation for a case study that is performed during the upcoming winter

term. The purpose of this study is to determine whether indicators exist within the

collection of digital artifacts created by software developers, that are evidential for

individual team roles, performance of individual team members, or the performance

of the entire development team.

19-4 Fall 2009 Workshop



4 A SOFTWARE ENGINEERING CASE STUDY

4.1 Project Outline

The focus of the study is the observation of the development teams of a software en-
gineering lecture during the project part of the course. The project goal is to develop
a basic enterprise resource planning (ERP) system for small to mid-sized compa-
nies in a joint effort by all approximately 80 participants. The students are guided by
both research assistants and senior students as tutors, but the main responsibility
for organizing the group work remains within their own field of duty.

The entire project is further subdivided into 13 smaller teams, each of which
is responsible for a certain set of requirements. The initial requirements given to
each team are not prioritized. Hence, the teams have to perform user research to
define the requirements that the target product has to fulfill. Furthermore, certain
requirements not only have an impact on single teams, but also effect multiple ones.
Thus, the teams not only need to coordinate the work within their owns teams, but
also have to ensure the interoperability of components developed by different teams.

The SCRUM process is chosen to be the basic framework guiding the collabo-
ration. A team of six “Product Owners” will be responsible for defining and priori-
tizing the requirements, as well as presenting them to the individual development
teams. Furthermore, the product owners are responsible for evaluating the progress
of the teams at the end of each development cycle - a so-called “Sprint”. Sprints
last 3 weeks and are synchronized between all sub-teams. Within the sprints, the
teams are required to have weekly meetings with the tutors to present recent de-
velopments, problems, and next steps. Delegates of the teams, so-called “SCRUM-
Masters”, conduct an additional weekly meeting to further coordinate the work of the
sub-teams by, for example, defining interfaces, discussing architectural decisions, or
communication guidelines.

The teams are provided with a Subversion repository for source code manage-
ment, global and team-internal mailing lists, and a CodeBeamer installation for fea-
ture tracking and wiki functionality.

4.2 Observation Process

In order to avoid distortion of the gathered data, the tutors are not granted access
to the unified data representation of the team communication networks and thus do
not have the possibility to perform queries on that data. They, however, have access
to all artifacts created by the students and would theoretically be able to deduce
all information that is stored within the d.store. However, as the amount of artifacts
grows over time, this process is supposed to become more and more complicated
and time-consuming. On the other hand, tutors get to know the members of the
teams they supervise and, accordingly, might search through the available data more
target-oriented.

As already mentioned, the tutors also have to log their impressions of the weekly
team meetings. These logs have to include observations about the student behavior,
e.g.:
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• Which are the team leaders?

• Which team member is responsible for which aspect of the project?

• How did the team perform during the last development cycle?

• Are there any obvious problems within the team itself?

• How is the communication between interdependent teams handled?

All information that is gathered during those meetings can later be used for a
detailed analysis of the information stored within the team communication networks
of the d.store to answer the following research questions:

• Do the team communication networks contain indicators for the observations
made by the tutors?

• Is it possible to determine patterns that indicate problems within the teams
before they are noticed by the tutors?

In addition to these observations, the students are requested to perform the Bel-
bin Team Role Inventory test [1] at the beginning of the project. This test assesses
how the individual team members presumably behave within the team environment
and what their alleged main characteristics are. Furthermore, the students are asked
to complete a survey at the end of the lecture where they evaluate the teamwork and
the support by the tutors. With this data, it is possible to analyze the d.store networks
with a focus on the following questions:

• Is it possible to deduce team communication network patterns that indicate
certain roles of team members?

• Which combinations of team roles might be beneficial for the project outcome
and how does this affect the team communication network?

4.3 Future Work

To further broaden the database for the evaluation of the platform as a project com-
munication analysis tool and not only focus on software development teams, the
investigation of the communication artifacts created during the engineering design
lecture that Uflacker et al. used for their initial research work will be continued,
as well. This lecture is a cooperation with the Stanford University and provides in-
sights into the collaboration of heterogenous, globally distributed engineering design
teams.

While the main objective during the upcoming months is the aforementioned data
analysis, further evolution of the d.store platform itself will also take place. The first
topic in this area is the performance of the application. The expected graph repre-
senting the development teams of the case study project is likely to reveal possible
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Figure 2: The d.store service-landscape.

performance bottlenecks in the storage of the networks in a relational database.

We will therefore evaluate different approaches for storing the team communication

networks in persistent storage spaces.

Furthermore, evaluating new services that utilize the data captured within the

d.store and, thus, help evolving the landscape for a manager’s dashboard (see Fig-

ure 2) will be a major topic for further research. This, for example, implies that new

ways to visualize the gathered data have to be found since the new ontologies have

different characteristics than the existing ones. While an approach to this problem

has been developed with the d.see application, its applicability to the new models

has yet to be determined.

Another aspects that has to be considered is the generation of queries. While the

existing SPARQL [7] interface provides a powerful mechanism to query for arbitrary

values, the long term target is the usage of the platform by project managers. To

achieve this goal, means have to be identified to use the semantic annotations of

the models to create d.query, a simple interface for the query creation that does not

rely on the authors to learn a distinctive query language but use natural language.
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Traditional development tools such as IDEs and debuggers only provide partial sup-
port for developers to cope with a large system’s complexity. Especially parallel execu-
tion poses a huge challenge for developers as it raises the system’s runtime complexity
by orders of magnitude. For example, synchronization has to be handled and each
execution thread has its own local stack and state.

This work at the HPI Research School aims at developing concepts and tools for
software visualization that help to cope with the complexity of such large software sys-
tems in various ways. Current research includes, but is not limited to, software visual-
ization for debugging performance issues caused by flawed synchronization of shared
memory access.

1 Motivation: Improve Productivity of the Software
Development Process

Large software systems, in particular service-oriented software systems, typically con-
sist of millions lines of code, are maintained over a long period of time and are de-
veloped by a large, diverse team. This poses an enormous challenge to developers in
several dimensions. For example, (1) the knowledge about the whole system is typically
distributed. That is, a single developer is no more able to memorize the complete sys-
tem structure with all its details. More precisely, each developer working on the system
typically has detailed knowledge about one or a few parts of the system and is roughly
aware of the big picture. (2) The dependencies between system components may not
be explicitly documented or visible. Dynamic binding due to polymorphism in object-
oriented software systems complicates this even further as the exact dependencies are
only visible at runtime. (3) Documentations and actual system implementations often
exhibit significant differences in practice. Hence, the only reliable information sources
are represented by the actual implementation artifacts, e.g., source codes and binaries.

As a consequence, creating a mental map of and understanding the internal depen-
dencies of such a large software system by “source code reading” is a complex and
time-consuming task for an individual. Locating bugs or identifying performance bot-
tlenecks, however, requires even more: the specific interaction between the system’s
actors has to be understood.

Concurrent execution introduces new classes of complexity. Among others, the
source code becomes more complex as synchronization must be handled, too. In
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addition to that, the complexity of the system’s runtime behavior typically rises with
each additional thread1 running in parallel. And third, a new class of bugs and perfor-
mance problems is introduced due to the possibility of parallel access to shared mem-
ory. When it comes to multithreaded or even distributed applications the complexity
of the conventional debugging workflow (i.e., debugger, breakpoints and step-by-step
execution) typically rises by orders of magnitude.

As software visualization is “the art and science of generating visual representa-
tions of various aspects of software and its development process” [1], it aims to “help
to comprehend software systems and to improve the productivity of the software de-
velopment process” [1]. A lot of research exists in the area of software visualization for
singlethreaded applications; however the visualization tools are typically incapable of
exploration or analysis of parallel executions. However, extending those singlethread vi-
sualization tools is neither always possible nor straightforward – just as singlethreaded
applications can not simply be switched to be multithreaded.

Software analysis tools, especially for parallel executions, are supposed to help
finding answers to questions like:

• “Why is the system’s execution in that part of the implementation so slow?”

• “What is going on in this parallel execution?”

• ‘Which code segments actually run in parallel?”

• “Where is forced sequential execution due to dependencies?”

Which visualization techniques actually do provide real benefit in answering those
type of questions is still unclear. In addition to that, each question/developer task may
require completely different visualization strategies. So there is probably no one-size-
fits-all visualization that is applicable to all kinds of issues introduced by parallel execu-
tion, and visualization needs to be tailored for each concrete task.

The remainder of this paper will focus on multithreaded software systems and per-
formance bugs caused by flawed synchronization between threads. The concepts are
intended to be applicable to service-oriented systems as well.

The paper is structured as follows: Chapter 2 outlines the peculiarities of debugging
concurrent executions. Chapter 3 discusses existing work, Chapter 4 briefly presents
a concept for software visualization of multithreaded applications using the example of
performance bugs. Chapter 5 outlines planned next steps for the research.

2 Locating Performance Bugs in Concurrent Execution

Performance bugs in concurrent executions with multiple threads that access shared
memory are typically caused by either an actually slow implementation or flawed syn-
chronization with respect to the shared memory access. Whereas the former cause

1Within this paper, the term thread is used to identify a separate execution with local storage and
stack. That is, the term thread is used for a separate execution within a process on a local machine or a
service on a separate machine.
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can be identified comparatively easy by means of, e.g., Call Stack Sampling (see Sec-
tion 3.1), the latter cause is hard to identify: most of the calls to the flawed code run as
fast as expected, but very few random calls are very slow.

Manually identifying the cause for very few outliers in a set of regular executions by
reading the source code is hardly possible and typically requires guesswork. Likewise,
examining such unintended behavior with a conventional debugger in concurrent ex-
ecutions is a hard task, because those concurrent paths have to be tracked mentally
and the separate execution states have to be considered. Furthermore, it’s typically not
possible to predict which of the executions of a specific piece of code will constitute it-
self as an outlier and so all executions of the respective code would have to be stepped
through manually. The lack of proper tool support again and again causes developers
to manually add debug output into the source code in order to manually track a sys-
tem’s runtime behavior and execution costs. Tedious subsequent manual analysis of
execution costs has to be done. Unfortunately, the very important and valuable original
execution context is lost in this kind of post-mortem analysis.

3 Related Work

3.1 Data Acquisition and Performance Analysis

With regard to data acquisition concerning runtime behavior of software systems, light-
weight techniques were introduced that aim to provide support for performance-related
tasks. Call Stack Profiling (e.g., [2]) is a technique that records an instrumented sys-
tem’s call stack at specific time intervals. This, in turn, permits to derive averaged
execution costs per function/method. Call Graph Profilers like gprof [2] introduced by
Graham et al. additionally provide callee/call site context and summed up execution
costs per callee/call site combination.

With regard to the above mentioned class of performance bugs (a few outliers in
a huge set of regulars), Call Stack Sampling and Call Graph Profiling provide only
average execution costs, so developers may notice a generally slowed execution of
this particular piece of code; they won’t be able to tell the slow outliers from the rest,
though. Consequently, other data acquisition techniques like that of instrumenting pro-
filers (e.g., PIN [7]), which are able to record Function Boundary Traces (FBT), are
better suited for the identification of outliers. As a consequence of recording the full
call history, time warping is possible during post-mortem analysis: the analyzed time
slot within the recorded trace can be selected freely and so time can be virtually turned
back. Developers are able to reconstruct the cause chain and context that lead to an
event or function call without having to trigger another system run.

3.2 Visualization Tools

As a matter of fact, the size of FBTs typically exceeds the size of sampled and/or
aggregated traces by orders of magnitude (e.g., several gigabytes of data) and so
FBTs are considered to be not human-readable - although they may be stored in plain
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text. Thus, FBTs need to be visualized in a way that allows developers to explore their
content efficiently.

ThreadScope, proposed by Wheeler and Thain [8], is a tool that is able to visualize
the execution of large, multithreaded applications in connected graphs. The graphs en-
able developers to visually identify bottlenecks in executions and possible deadlocks.
They also propose techniques to reduce graph size for specific developer tasks, e.g.,
filtering read-only access to memory. This simplifies identification of erroneous syn-
chronization that causes values to be overwritten unintentionally. However, their tool
does not feature essential navigation and visualization techniques to simplify the anal-
ysis. The graphs become very huge for typical logging durations and as such exploring
them in all is a tedious task again.

Zhao and Stasko present a tool to visualize multithreaded applications [9]. The
tool supports visualization of lock usage, execution history and a high-level view on
thread activity. However, it lacks a vital feature: users can analyze the activity of single
threads, but there is no synchronized multi-thread view which would permit to actually
examine parallel activities and their context.

ParaVision, a tool by Nutt et al. [5], provides multiple views on the runtime behavior
of parallelized systems. Unfortunately, the views do not scale for systems with a high
number of threads running in parallel and large executions traces.

4 Visualizing Function Boundary Traces of Multithreaded
Systems to Locate Performance Bugs

Mentally tracking multiple concurrent executions within a debugger is a complex, ex-
pensive and sometimes even close-to-impossible task. In this work, the approach is to
provide substantial support by means of visualization so that developers can track and
analyze those parallel executions with ease.

The concept bases on a single assumption: developers that want to locate per-
formance bugs typically have read the source code before and know where synchro-
nization objects (namely locks) are accessed. With this premise, the general concept
is as follows: each separate (chosen) thread of execution is visualized in a separate
graph, which permits to analyze each threads activity separately and in parallel. The
execution sequences are visualized using a stack depth based approach so that the
resulting graph is as small as possible. (see Figure 1). Time is mapped along the
x-axis of the visualization and stack depth along the y-axis. Calling relations between
functions are implicit, that is, if function foo calls bar, then bar is drawn below foo. Since
the whole graph exceeds a typical screen size, panning and zooming is implemented
so that developers can adjust the shown time frame according to their needs.

Overview maps enable quick navigation in the graph and provide additional orien-
tation within the visualized execution trace.
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Figure 1: The prototype tool showing a sequence cutout of two threads. On top,
overviews depict each threads activity and allow to directly navigate to sections of
interest.

5 Next Steps

5.1 Synchronized Navigation Across Thread Boundaries

Navigation within the visualized execution trace(s) has to be as intuitive as possible.
So synchronization between the separate thread views is a must - modifying the shown
time range in one of the views should also update the other views accordingly.

However, synchronization, in this case, is not trivial. Non-linear time mapping is
applied to execution times during import, because execution durations typically vary a
lot. Without time mapping, long lasting function/method executions would span multiple
screens whereas very short executions maybe only span a single pixel. As the current
implementation applies time mapping separately for each thread, there is no global
time that could be used for synchronization purposes. It would probably be desirable
to calculate such time mapping on-the-fly for the currently shown time slot across the
shown threads in order to ensure a consistent global time.
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# Functions

# Ticks

Figure 2: An execution trace interpreted as b/w 2-dimensional raster image.

5.2 Evaluating Techniques to Identify Relevant Sections in Execu-
tion Traces

As a matter of fact, Function Boundary Traces usually describe thousands to millions
of sequential or parallel function executions. Depending on the purpose with which
the trace was recorded, the relevant sections therein may be only a small percentage
of the recorded data. So navigating to the relevant sections of the trace - where the
synchronization of the analyzed applications is handled - can be a tedious task. Hence,
the idea is to provide developers with pointers to the relevant time slots within such a
trace.

Kuhn and Greevy [4] propose to interpret execution traces as a signal in time and
introduce a visualization that enables recognition of stack depth rising and dropping.
Their assumption is that complex functionality typically causes large stacks to be cre-
ated at runtime. Consequently, their visualization is tailored for analyzing the complexity
of explicitly traced features.

Inspired by Kuhn and Greevy, we aim to evaluate similar interpretation of execu-
tion traces as a signal in time to identify outliers within the whole recorded execution.
More precise, the goal is to apply known image processing techniques to execution
traces. Image registration is commonly used to, e.g., determine land mass movements
in images generated by airborne microwave scanners. Land mass movements are
determined by calculating the correlation between two images and thus deriving the
relative shift between the two images. We aim to re-use this idea in order to identify
outliers caused by flawed synchronization.

An execution trace can be thought of as a 2-dimensional matrix (or even a b/w
2-dimensional raster image) having the dimensions (#funcs, #ticks). Whenever a func-
tion is active, the value of that cell/pixel is 1, otherwise 0 (see Figure 2). Using the
Discrete/Fast Fourier Transform (DFT/FFT) [6], it is possible to efficiently calculate fre-
quency representations of the recorded threads (see Figure 3). An almost regular
execution containing a single outlier will cause the frequency representation of thread
2 to contain two peaks: the highest peak representing the regular executions and a
lower peak representing the outlier. A virtually correct execution can be obtained by
asking the user to select a part of the execution which is correct, i.e., has acceptable
execution costs. The differences in the frequency representation of the flawed execu-
tion and the virtual execution with correct synchronization provides hints to the outliers.
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Figure 3: Example of time and frequency domain representations for an execution
trace.

The inverse fourier transform of a frequency spectrum containing only the differences
(outliers) will provide a virtual trace with repeating execution of the outlier. Superposing
this virtual trace on top of the recorded thread trace then enables developers to identify
the outliers within the actual thread traces.

Alternatively, data mining techniques could be applied; e.g., the Subgroup Discov-
ery Problem [3] describes a similar problem: a huge data set containing mostly regular
values and only several irregular values. The goal then is to identify the largest pos-
sible subset having different characteristics than all other elements (such as very few
irregular executions).

5.3 Further Applications of Frequency Spectra Analysis

Interpreting execution traces as a signal in time can probably be useful in tackling other
debugging problems, as well. For example, frequency domain comparison of two traces
of the same feature – one before introducing a bug and one afterwards – will give some
indication of the differences and thus likely help to find the bug in the proximity of the
differences.
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1 Overview

My research on service-orientation during my first 5 month in the Research School was
twofold. In the first part, which was more practical, I examined how existing applica-
tions can be provided for service-oriented architectures. More concrete, I integrated a
service to wrap web applications into the PoSR framework which has been submitted
to the IEEE Services Cup.

Second, I investigated on the provisioning of data quality Web Services for dupli-
cate detection. I examined differences between traditional and service-oriented dupli-
cate detection and identified seven separate problem classes and their corresponding
properties.

2 Potsdam Service Repository (PoSR)

The joint PoSR project is a collaboration between the Business Process Technology
group and the Information Systems group at HPI. It serves as a showcase to investigate
on the benefits and usefulness of Web Service composition: existing Web Services
are found by a crawler or generated on top of existing web applications. References
for both, services and their meta data are stored in the repository where service re-
questers can search for appropriate services. Services can be graphically aggregated
to composite Web Services while at the same time user interfaces are automatically
created both for the single services and their compositions based on the discovered
WSDL descriptions.

My contribution was the web application wrapper where I developed a methodology
to semi-automatically generate Web Service (SOAP) interfaces for multi-stepped web
applications.

Online services, e.g., shopping sites or travel information sites gain their user input
via single or sequences of HTML forms. With this user provided information, web
pages are created dynamically, called the Deep Web. This interaction model works
well for interactions between humans and web applications. It is not feasible if computer
programs have to autonomously use the functionality offered by web applications, for
example to integrate web applications’ functionality as a business process in existing
landscapes. To allow this, it might be desired to obtain Web Service interfaces for this
functionality, however, in general, they are not offered. Thus, they can be generated by
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third parties on top of the existing, published web applications, which is possible with
the developed Generator.

The generated Web Services “use” the web applications on behalf of the user by
imitating the HTTP communication between the server and the user’s web browser, i.e.
sending appropriate sequences of HTTP requests to the web server. Figure 1 shows
how the wrapper integrates into the communication map between client and server and
thus, provides a SOAP interface for the web application. The particular communication
protocol, i.e. the sequence and characteristics of the respective HTTP calls, is imple-
mented in the Web Service. The following sections show how this knowledge is derived
from web applications.

Figure 1: The upper part of the figure shows the intended interaction with the web ap-
plication: a human user employing a web browser. Below, a wrapper s located between
the web application and the client, accepting SOAP calls and submitting correspond-
ing HTTP requests to the web server to imitate the upper behavior. Now, the web
application is accessible as a Web Service.

2.1 Web Application Model

Web applications are computer programs that use HTML pages as user interface. User
input is provided by HTML forms. Unlike traditional applications, web applications ex-
pose internal information, e.g., variable names or data types, in these forms. Further-
more, in multi-stepped web applications not all information are undisclosed in each
form; they might appear in one or another form only, instead. This can be illustrated in
a table (Figure 2) where columns are steps (or forms) and rows are the web applica-
tion’s variables which appear occasionally. This is called the web application’s model,
the set of all internal variables.

The Web Service caller needs a concise Web Service description with all the rel-
evant, use-case dependent input parameters which are normally submitted little by
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Figure 2: An web application’s model containing 6 model elements from 3 forms.

little when visiting the multi-stepped web application with a browser. The generated
Web Service takes these parameters and sends them to the web application. How-
ever, to function properly, also static, non-use-case dependent variables (e.g., hidden
variables) have to be submitted and thus are to be contained in the Web Service’s
implementation. The information needed for this is retrieved from the model.

The main challenge is to aggregate form elements appearing in different forms to
the same variable in the model. This can be achieved with the aforementioned exposed
information, illustrated in Listing 1.

42 . . .
43 < t r>
44 <td>
45 <label for= ” t e l f i e l d ”>
46 Tel :
47 < / label>
48 <input type= ” t e x t ” name= ” telephone ” value= ” 01234567 ”
49 id= ” t e l f i e l d ” class= ” a d d r e s s f i e l d ”
50 maxlength= ” 40 ”>
51 < / td>
52 <td>
53 I n s e r t your telephone number
54 < / td>
55 < / t r>
56 . . .

Listing 1: Example snippet from an address entry form
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Each element of a form has a name and a type (line 48) which are the core informa-
tion of any form element. Furthermore, there might be an initial value set when the form
is loaded. Additional meta information might be available. In the example, an id and
a class attribute are given (line 49). While these may already provide some hints for
a human user, better descriptions can be found as visible rendered text as in lines 46
and 53. These descriptions can be offered as labels (line 45 to 47) or as text in near
proximity (line 53) of the form element [5,8].

2.2 Form Element Matching

To wrap a web application, the relevant function has to be run through by a human
user, while the HTTP traffic is monitored by the Web Service generator and complete
forms as well as their form elements are analyzed. In each step, all new form elements
are tried to be matched to existing model elements, which have been found in previous
steps. The decision, whether or not to match these elements, is taken from a similarity
measure. All of the information mentioned in Section 2.1 is used to estimate this sim-
ilarity, however different weights are applied due to the different degree of uncertainty
in the attributes.

The most reliable attribute is the form element’s name, which is unlikely to change
over different forms. Descriptive information (surrounding text, class attributes, etc.)
might not be unique to this form element. This is why it adds a lower contribution to
the overall similarity measure. The values of sent and received form elements provide
the third contribution. In my experiments, I chose 1.0/0.75/0.5 for the previous weights
(in the same order). I further applied a threshold of 0.6 to relaxate the matching, so
that not every form element is forcefully matched to an existing model element, but new
model elements can be created (Figure 3, compare to Figure 2 in step 3).

The Web Service is provided with the full model as well as the information, when
to send which form with which model elements. The actual values are read from the
Web-Service-invoking SOAP message. To allow the Web Service caller to provide
meaningful data, the model element data is also used to create a WSDL file containing
the descriptions, default values, types, etc. for all user-definable (i.e., non-hidden, non-
disabled) model elements.

2.3 Outcome

The approach successfully matches corresponding form elements to model elements.
With this, it is possible, to create single-call Web Services on the basis of multi-stepped
web applications. However, the current prototypical implementation does not work on
every existing web application, because, for example, the generated Web Services are
incapable to execute JavaScripts, understand HTTPS or solve CAPTCHAs, etc. I doc-
umented the final outcome in a paper [7] which has been presented on the Workshop
on Engineering Service-Oriented Applications (WESOA) in November 2009.
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Figure 3: Matching algorithm during step 3. The left part shows five already known
model elements (MA to ME) on the top and four form elements (F1 to F4) discovered
in this step. The lines between them illustrate the similarity regarding to the three
different similarity metrics. The table on the right shows the summed up similarities
between any possible pair. Shaded cells constitute that this form element is regarded
as being a representative of the corresponding model element and thus, is aggregated
to it. Similarities below the threshold are ignored. MC and MD are not matched and
therefore do not present any form elements in this step. F4 could also not be matched
and thus, constitutes an own, new model element.

3 Data Quality Web Services

Data quality plays an important role for entrepreneurial success. However, many com-
panies do not care about the data quality in their ERP or CRM systems, as recent
studies show1. Several measures can be driven to increase data quality, e.g., data
normalization, duplicate detection, data fusion, etc.

In my research, I concentrate on the detection of duplicates. Traditional duplicate
detection employs well-established algorithms and heuristics, which—in short—search
through a database and estimate the similarity of pairs of tuples based on data type,
value, and additional information to identify these pairs as possible duplicates. How-
ever, sometimes the amount of available information is restricted: the schema might
not be up-to-date, the mapping is unclear, privacy issues prevent full access on all the
data, etc.

Thus, the research question is, which information can be left out while still achiev-
ing appropriate results. In other words: which information is essential for a duplicate
detection process and which information has to be inferred from the data.

Web Services share many characteristics with the restrictions mentioned before.

1http://www.pbinsight.com/about/newsroom/press-releases/detail/3390_
data-quality-study-reveals-businesses-still-face-significant-challenges/
http://www.gartner.com/it/page.jsp?id=589207
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Web Service Generation and Data Quality Web Services

Usually, they do not have access to the full amount of data and rely on the provided
input information, generally available information, and/or other Web Services. They are
invoked on-demand with exactly the information that is to be decided about, e.g., if only
a small number of items has to be tested for similarity in an ad-hoc manner. Further,
they provide a clearly specified functionality while remaining as general as possible to
ensure a broad number of possible service requesters. These properties turn Web
Services into the ideal foundation for evaluating duplicate detection algorithms with the
limitations described above.

There are a number of providers and registries for data quality Web Services2.
They provide services for data alignment (e.g., format telephone numbers properly),
data completion (e.g., add postcodes to cities), or data verification (e.g., check ISBNs
against book titles). However, there are no Web Services for duplicate detection.

3.1 Comparison Between Traditional and Service-Oriented Dupli-
cate Detection

Traditional duplicate detection algorithms operate on whole databases and have rela-
tively fast access to all tuples, which allows them to drive statistical analysis on this
data, e.g., the distribution of values in specific columns or the detection of key con-
straints. These algorithms further base their similarity measure on the table’s data
types. This makes it possible to compare telephone numbers differently from names
of persons. Also attribute names provide useful information, because similar family
names are more significant than matching first names, for example. Furthermore, tra-
ditional algorithms are provided with a mapping between the schemas of two data items
to compare. Finally, the attributes of the items are distinguishable.

In contrast, duplicate detection Web Services would only operate on the provided
values as they do not access the Web Service requester’s data storage. They might not
have data type information, since they are only provided with attributes and their values
which are deserialized as strings. Further, also the attribute names might be missing
and thus, only lists of values would be provided. The mapping can be given (e.g., by the
order of the attributes) but might also be unknown (or the order is insignificant). Finally,
even field separators might be missing, e.g., when two pieces of textual information are
compared.

To sum up, there are four different pieces of information which might or might not
be available:

1. Field separators

2. Mapping

3. Attribute names

4. Data types
2http://www.strikeiron.com/,

http://www.xmethods.net/,
http://www.webservicex.net/
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3 DATA QUALITY WEB SERVICES

Calculative, this results in 24 = 16 different combinations. However, further exam-
ination has shown that only seven combinations are possible or practically relevant,
respectively.

3.2 Classes of Different Duplicate Detection Problems

Figure 4: Seven different classes of duplicate detection are illustrated in a decision
tree. Left means “available”, right means “not available”.

The four decisions are resulting in seven classes of duplicate detection problems,
depicted in Figure 4. They are briefly characterized in the following.

1. Availability of separators, mapping, attribute names, and data types: this is most
similar to the traditional duplicate detection task. However, only few tuples are
available in this case, already.

2. Availability of separators, mapping, and attribute names: data type information is
missing. This can be the case when the input is provided in JSON format, for
example. The mapping is derived from the attribute names or the order of the
attributes. Data type information has to be inferred to be used for the similarity
estimation.

3. Availability of separators and mapping: attribute names are missing. Thus, only
lists of values can be provided while the mapping might be specified by the or-
der of the items in the list, for example. To apply corresponding algorithms, the
attributes have to be classified. The better this classification works, the more
tailored algorithms can be used.
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4.-6. These cases are the same as the corresponding classes with a mapping, however
a schema matching process has to precede the detection of duplicates.

7. Here, no further information is available. This might be the case for semi- or un-
structured documents such as HTML or RTF files.

Missing branches are irrelevant oder impossible cases, e.g., having no separators
between the attributes, but having data types for them is an example for an impossible
case.

There are two strategies to do duplicate detection within these different classes.
First, the missing information can be tried to be inferred, so that the problem can be
shifted in or towards easier classes which work with more information. Second, simi-
larity measures have to be applied within the original problem classes.

3.3 Related Work

The different classes are already in focus of ongoing research, separately. For exam-
ple, duplicate detection in XML structures [9] is examined by Weis et al.

Research in duplicate detection for unstructured or semi-structured texts is often
applied in plagiarism detection systems as MOSS3 (Schleimer et al. [6]) or YAP3
(Wise [11]).

Navarro [4], Winkler [10], and Elmagarmid et al. [1] give surveys on existing string
comparison algorithms, based on edit distances as for example the Levenshtein Dis-
tance [3] and outline the specific usefulness for the corresponding values.

4 Next Steps

Further examination within the data quality area will answer the questions

• which pieces of information have to be inferred to handle class-specific problems,

• whether training data provided with a Web Service call supports the result quality,
and

• whether tuples of different classes are comparable.

Further, data and a prototype have to be defined and implemented for being able to
evaluate the results of different approaches in the diverse classes.

4.1 Publications

Concerning the first part of my research, I submitted a paper to the Fifth International
Workshop on Engineering Service-Oriented Applications, taking place in Stockholm,
November 2009.

Mohammed and I successfully submitted the joint work on PoSR to the IEEE Ser-
vices Cup 2009 on the International Conference on Web Services 2009 [2].

3http://theory.stanford.edu/~aiken/moss/
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Model-Based Extension of AUTOSAR for
Architectural Online Reconfiguration

Basil Becker

basil.becker@hpi.uni-potsdam.de

In the last years innovations in the automotive domain have more and more been
realized by software leading to a dramatically increased complexity of such systems.
Additionally automotive systems have to be flexible and robust, e.g., to be able to deal
with failures of sensors, actuators or other constituents of an automotive system. One
possibility to achieve robustness and flexibility in automotive systems is the usage of
reconfiguration capabilities. However, adding such capabilities introduces even higher
degree of complexity. To avoid this drawback we propose to integrate reconfigura-
tion capabilities into AUTOSAR, an existing framework supporting the management of
such complex system at the architectural level. Elaborated and expensive tools and
toolchains assist during the development of automotive systems. Hence we present
how our reconfiguration solution has been seamlessly integrated into such a toolchain.

1 Introduction

Today most innovations in the automotive domain are realized by software. This results
in a dramatically increasing complexity of the developed software systems1. The ob-
jective of the AUTOSAR framework is to deal with this complexity at the architectural
level. Additionally these systems need to deal with diverse situations concerning the
context in which the software is operating. Such systems and especially the software,
which is realizing essential functionalities of the overall system, need to be flexible to
react on changes of its context. Regardless if such a system need to react on failures
or on other contextual situations2, flexibility and robustness plays an important role in
today’s automotive applications.

Reconfiguration is one possibility to facilitate the flexibility and robustness of such
systems. There exist different possibilities to realize reconfiguration within automotive
software. One is to realize reconfiguration mechanisms at the functional level. Because
the AUTOSAR framework primarily provides mechanisms to deal with the complexity
at the architectural level also the reconfiguration aspects should be available at the
same level. Because deriving architectural information from the functional level could
be difficult or even impossible we propose to specify reconfiguration aspects at the

1The complexity concerning the size of the developed software, the functionality realized by the soft-
ware system and so on.

2An example for such a situation, which is not related to a failure is in case the car is connected to
diagnostic devices.
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architectural level and to automatically derive the needed functionality based on the
architectural information.

Further in a typical development scenario one has to deal with black-box compo-
nents provided by third parties and elaborated information about the included function-
ality is not available, what also hampers the management of reconfiguration aspects
at the functional level. Another possible solution is to introduce a new approach inher-
ently facilitating reconfiguration aspects in the context of automotive systems. Today
standard methods and tools already exist for supporting the development process of
AUTOSAR. Because adapting existing tools or developing new once is very costly the
propagation of such a new approach would be hardly suitable in practice. Summarizing
we have identified the need for an development approach that is able to provide recon-
figuration capabilities at the architectural level, can be seamlessly integrated into an
exiting development solution and can also include third party components into the re-
configurable architecture. In this work we show how reconfiguration capabilities, which
are currently not included in the existing AUTOSAR approach can be supported at
the architectural level without degrading existing development solutions, tools or the
standard itself. We further show how the needed functionality for realizing the recon-
figuration logic can be automatically generated based on the architectural information
describing the reconfiguration. The used application example for our evaluation is re-
lated to the field of fault tolerant systems and from our perspective such systems are
one possible field to which reconfiguration like discussed in the remainder of this work
can be applied.

The remainder of this paper is organized as follows. In Section 2 we briefly introduce
the existing toolchain, which builds the technological foundation for our investigation
concerning the developed extension for on-line reconfiguration within the AUTOSAR
framework. Subsequently in Section 3 we show how such a system is usually modeled
with the given tools and how the additional reconfiguration aspects could be formu-
lated based on the input/output of the existing toolchain. In Section 4 we show how
these created additional reconfiguration aspects are automatically merged back into
the original architecture and how the merged result fits into the existing tools without
discarding or degrading parts of the original toolchain. Finally we give short discussion
concerning the current results of our work in Section 6.

2 Existing Development Approach

For the development of embedded systems – especially in the automotive domain –
several tools exist that provide capabilities for model-based development of such sys-
tems. Tools used by companies typically are mature, provide reliable and optimized
code generation mechanisms and are as expensive as complex. Hence, any tech-
nique that claims being usable in the domain of embedded / automotive systems must
be integrated into the existing toolchain. We will use this section to exemplary describe
a toolchain, which might be used in the context of the AUTOSAR domain specific lan-
guage.

22-2 Fall 2009 Workshop



2 EXISTING DEVELOPMENT APPROACH

2.1 AUTOSAR

The AUtomotive Open System ARchitecture (AUTOSAR) is a framework for the de-
velopment of complex electronic automotive systems. AUTOSAR provides a layered
software architecture consisting of the Application layer, the Runtime Environment and
the Basic Software layer. Figure 13 shows the different layer of the architecture. The
Basic Software layer provides services concerning HW access, communication and
Operating System (OS) functionality (cf. [1]). The Basic Software provides several in-
terfaces in a standardized form to allow the interaction between the Basic Software
layer and the application layer routed through the Runtime Environment. The Runtime
Environment handles the communication between different constituents of the appli-
cation layer and between the application layer and the Basic Software layer (e.g., for
accessing Hardware via the Basic Software, cf. [2]). The Application layer consists
of Software Components, which can be hierarchically structured and composed to so
called Compositions. Software Components and Compositions can have ports and
these ports can be connected via Connectors (see [3] for more details). The real com-
munication is realized through the Runtime Environment in case of local communication
between Software Components (Compositions) on the same node (Electronic Control
Unit) or through the Runtime Environment in combination with the Basic Software in
case of communication between different nodes.

The main focus of AUTOSAR is the modeling of architectural aspects and of struc-
tural aspects. The behavior modeling (e.g., needed control functionality for reading
sensor values and setting actuators) is not the main focus of the AUTOSAR frame-
work. For modeling such behavior existing approaches and tools can be integrated
into the development process of AUTOSAR. One commonly used tool for the model
based development of behavior is MATLAB/Simulink (like described in Section 2.2).
For executing such functionality AUTOSAR provides the concept of Runnables, which
are added as a part of the internal behavior of a Software Component. Developed
functionality could be mapped to Runnables and these Runnables are mapped to OS
tasks. Additionally events can be used to decide inside an OS task if specific runnables
are executed at runtime (e.g., runnables could be triggered by events if new data has
been received via a port of the surrounding Software Component). For more details
about the OS provided by the AUTOSAR framework see [4].

Once the modeling and configuration is done, in the current release version of AU-
TOSAR4 changes at run-time concerning the structure of the application layer (e.g.,
restructuring connectors) are not facilitated by the framework.

2.2 Existing Toolchain

The scheme in Figure 2(a) shows one possible toolchain for the development of AU-
TOSAR systems. Rectangles with rounded corners represent programs, rectangles
with cogwheels stand for processes. The arrows indicate exchange of documents, the
type of the document (i.e. models, C-code or parameters) is annotated to the arrows.

3Picture taken from http://www.autosar.org/gfx/media pictures/AUTOSAR-components-and-inte.jpg.
4Release 3.1
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Figure 1: The AUTOSAR layered architecture

The system’s architecture (i.e. components, ports and connectors) is modeled in Sys-
temDesk5. Together with the architecture SystemDesk also supports the modeling of
the system’s deployment to several ECUs. The components behavior is specified us-
ing Matlab with the extension Simulink. For Matlab/Simulink (ML/SL) special AUTOSAR
block sets exist, which allow the import of components specified in SystemDesk into
Matlab and following the development of the component’s functionality.

Further SystemDesk supports the generation of optimized C-Code, which con-
forms to the AUTOSAR standard concerning the Runtime Environment (cf. Subsec-
tion 2.1). Together with the C implementation of the software components modeled in
SystemDesk the generated output also contains a configuration for the basic software
layer. This layer is generated from specialized tools (e.g. Tresos by ElectroBit, abbre-
viated as BSW-C/G in Figure 2) and is specific to the system modeled in SystemDesk
and the available hardware.

At the integration step a build environment compiles the generated C-Code and
builds the software running on each ECU.

2.3 Evaluation Example

The used application example for showing the reconfiguration capabilities that are sup-
plemented to the existing AUTOSAR framework in our approach is the reconfiguration
of a set of adjacent aligned distance sensors. The discussed evaluation example allows
reacting on sensor failures in the manner that the failure of individual sensor instances
is compensated.6

Such adjacent aligned sensors are commonly used in a modern car, e.g., in case
of a parking distance control. Such a parking distance control uses sensors (e.g.,
ultrasonic sensors) embedded in the front or rear bumper for measuring the distance
to nearby obstacles.

5http://www.dspace.de
6For our application example we assume that a sensor failure can be observed at the level of Software

Components.
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3 MODELING RECONFIGURATION

(a) Exemplary toolchain for development with AUTOSAR

(b) Tool chain for modeling reconfigurable AUTOSAR architectures

Figure 2: The current and the extended toolchain for the development with AUTOSAR

Additionally in Section 5 we discuss the evaluation results of experiments we have
made on an evaluation platform using the techniques described in Section 3.

3 Modeling Reconfiguration

In order to make an AUTOSAR system architecture reconfigurable, some additional
concepts are needed. The toolchain needs to be extended in a certain way that exten-
sions do not make the existing toolchain invalid. From our perspective the best way is
to integrate an optional tool that can be plugged into the existing toolchain.

3.1 Extended Toolchain

Our modeling approach is currently restricted to the modeling of AUTOSAR software
architectures. The toolchain in Figure 2(b) shows our approach of extending the exist-
ing toolchain by another tool without degrading existing ones. By using this proposal
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the developer is free to choose, whether he wants to use our given enhancement or
not. He can either model an architecture, that does not provide any reconfiguration or
he can use our tool in addition and empower himself to specify and realize reconfig-
uration aspects. The advantages are obvious: better control and overview due to the
diagrammatic depiction.

3.1.1 SystemDesk

SystemDesk is a tool provided by dSPACE7 supporting the modeling of AUTOSAR con-
form systems. Among other things it supports the modeling of the AUTOSAR HW and
SW architectures. For modeling the SW architecture Software Components, compo-
sitions as well as ports, interfaces and connectors are provided as modeling artifacts.
These artifacts can be used to describe the architectural aspects of a concrete SW
architecture for a specific system like shown in Figure 3.8 Besides modeling the archi-
tecture in SystemDesk, the tool also allows the linking of the Software Components to
their behavior, written in C-Code or given in form of MATLAB/Simulink models.

Additionally the HW architecture including the used types of ECUs (Electronic Con-
trol Unit), the deployment of Software Components to these ECUs as well as additional
information concerning the configuration (e.g., configuration concerning communica-
tion and the OS) can be specified. Based on this information SystemDesk automati-
cally generates code, which can be compiled for the specified platform. Besides the
code for the application layer SystemDesk also generates source code realizing the
Runtime Environment functionality.

Figure 3 shows the relevant part of the SW architecture concerning our applica-
tion example modeled in SystemDesk. Like depicted on the right side of Figure 3 the
composition consists of four Software Components representing the distance sensors9

connected to another composition SensorLogic evaluating the sensor values to a single
value provided by the port ShowDistanceOut.10

The above mentioned elements (Software Components, ports and connectors) are
used to describe the software when no reconfiguration is intended. Some additional
elements shown in Figure 3 are described in more detail in the following section. These
elements (Interpolation, Reconfiguration and the unused ports of the sensors) are used
later to realize the reconfiguration functionality.

7www.dspace.de
8For the realization of control functionality other constituents can be imported into SystemDesk, e.g.

in form of C-Code or Matlab/Simulink models, to realize the implementation of internal behavior of Soft-
ware Components.

9The ports accessing the HW via the Runtime Environment and Basic Software are not shown here
because they are not object of reconfiguration.

10To allow a better understanding SensorLogic calculates a single output value based on the different
input values. Potentially also several output values can be computed.
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Figure 3: Configuration in SystemDesk

3.1.2 dTool

The usual modeling procedure is not altered until the modeling in SystemDesk11 is ini-
tially done like described above. After the model from SystemDesk is exported in form
of an XML file12 and loaded into the dTool the constituents concerning the reconfigura-
tion could be specified. Using the dTool we are now able to model two different aspects,
relevant for the reconfiguration. On the one hand our tool allows creating new config-
urations, which differ from the initial one. Such differences are alternative connections
(in form of connectors) between components and/or compositions. Which parts of the
architecture are relevant concerning reconfiguration is indicated by the Software Com-
ponent Reconfiguration included in the original SystemDesk model. Alternatively the
dTool allows to manually choosing relevant parts of the imported architecture. On the
other hand our dTool allows to model an automaton, which specifies how to switch
between the modeled configurations.

Figure 4 depicts the configuration (modeled in the dTool) associated with the state
that sensor two is broken. In the shown configuration the value of the port DistanceOut
from the broken sensor Sensor 2 is not available. Consequently the value sent to the
port Distance 2 In of the composition SensorLogic is interpolated from the to sensor
values of the first and the third sensor via the additional composition Interpolation.

Figure 3.1.2 shows the configuration associated with the state that sensor four is
broken and the value sent to the port Distance 3 In of the composition SensorLogic is
interpolated based on the sensor values of the second and the fourth sensor.

The composition Interpolation used here provides some functionality for interpolat-
ing two different sensor values. This functionality has been added specifically for our

11http://www.dspace.de/ww/en/ltd/home/products/sw/system architecture software/systemdesk.cfm
12The AUTOSAR framework specifies XML-Schemes for exchanging AUTOSAR models in a standard-

ized form.
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Figure 4: Configuration in case Sensor 2 is broken

application example.13 This interpolation functionality is used to approximate the value
of a broken sensor based on the values of two adjacent sensors. It is potentially possi-
ble to integrate this functionality into an existing Software Component, but for a better
understanding, we decided to introduce a new Software Component for this purpose.

The second part, which could be modeled in the dTool relevant for the reconfigu-
ration is the automaton shown in Figure 6 specifying how to switch between different
configurations. The automaton consist of the initial state initial, where all four sen-
sors work correctly, the state sensor2broke where the second sensor is broken, the
state sensor3broke where the third sensor is broken and state allfail where the first
or the fourth sensor or more than one sensor is broken. Transitions between these
states specify which reconfiguration is applied at runtime. The transitions are further
augmented with guards. These guards are expressions over the values provided by
components within the reconfigurable composition, which provide information relevant
for the reconfiguration (in our case these information are provided via the Status-ports
of the four Sensor-Software Components). An example for such a guard is shown at
the transition from state initial to state sensor2broke requiring that the status port of
the Software Component Sensor 2 provides the value 0 (indicating a broken sensor).

For the application example we assume that such status ports of the Software Com-
ponents representing the sensors exist as we otherwise were not able to observe each
sensors’ status.14

13In our application example this functionality has been realized using Matlab/Simulink.
14Alternatively an observer could be realized in form of an additional Software Component evaluating
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5 EVALUATION RESULTS

Figure 5: Configuration in case Sensor 3 is broken

4 Merge

In its current version the AUTOSAR standard does not support reconfiguration as a
first class modeling element. Thus, SystemDesk also does not support modeling of
diagrams that represent different variations of one composition. Hence the direct import
of the reconfiguration, we have modeled in the dTool, is impossible. Nevertheless we
want to make use of SystemDesk’s elaborated and AUTOSAR standard conform code
generation capabilities. We had to find a way to translate the reconfiguration behavior
into a SystemDesk/AUTOSAR model. This is done by merging all configurations to
one final model. In the final model, the reconfiguration logic will be encapsulated by
two components, the RoutingComponent and the StateManager. A detailed description
of the merge process can be found in [5].

5 Evaluation Results

The above described approach for the modeling and realization of reconfiguration as-
pects has been evaluated within a project arranged at Hasso-Plattner-Institute in col-
laboration with the dSPACE GmbH.

the sensor values over time and providing the status ports. If the measured values of consecutive points
in time repeatedly have improper values (too big differences) a malfunction can be deduced.
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Figure 6: Reconfiguration automaton in the dTool

As an evaluation platform for the shown approach the Robotino robot15 has been
used, which provides an open platform for running C/C++ programs (among others) on
a Real-Time Operating System (RTOS). The RTOS is provided in form of RTAI16, which
is a real-time extension for the Linux operating system. To be able to evaluate the de-
veloped concepts on this platform an execution environment has been realized based
on the existing RTAI Linux, which allows to compile and execute the outcome of the
above described extended toolchain including the resulting parts of the reconfiguration
functionality.

The robot provides nine distance sensors uniformly distributed around its chassis.
In the context of our evaluation experiments we modeled the reconfiguration of distance
sensors accordingly to the above used evaluation example using nine instead of four
sensors.17

The generated source code of the different tools has been compiled and executed
on the platform to show the applicability of our approach. In addition we analyzed
the overhead resulting from the reconfiguration functionality added by our approach in
comparison to the original functionality without any reconfiguration capabilities. For this
purpose we measured the execution time of the generated reconfiguration automaton
included in the added StateManager in combination with the parts resulting from the
routing functionality realized in the additional RoutingComponent.

In case of the nine sensors provided by the robot we measured execution times
of the relevant parts concerning the reconfiguration functionality between 20 and 100
microseconds depending on the type of reconfiguration (react on the defect of one or
several sensors at the same point in time). The tests have been realized on the equiva-
lent execution platform on which the real functionality has been executed when running
the application example on the robot.18 While the robot provides a more powerful pro-
cessor like it is the case for the most Electronic-Control-Units (ECUs) used within a
modern car, even by using a platform or processor, which has only a tenth of the com-

15http://www.festo-didactic.com/int-en/news/learning-with-robots.htm
16For more details see https://www.rtai.org.
17For a better understanding we decided to only show four sensors in the previous sections.
18The robot is equipped with 300 MHz processor.
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putation power we will not reach an overhead concerning the reconfiguration leading
to an execution time much greater than one millisecond.

6 Conclusion

In this paper we have presented an approach to extend AUTOSAR architectures with
reconfiguration capabilities. The approach fits into existing toolchains for the devel-
opment of AUTOSAR systems and allows reusing tools, which where currently used.
The overhead added to the resulting reconfigurable architecture has been shown to
be minimal but the developer rewards an easier development of reconfiguration logic,
which otherwise has to be done manually at the functional / implementation level. We
have successfully shown that it is possible to use high-level architectural modeling tech-
niques without generating massive run-time overhead.

Although our approach has only been evaluated in the context of AUTOSAR it
should be applicable to almost any component based development approach.

For the future we plan to also support the reconfiguration of distributed composi-
tions. From an architectural point of view a distributed composition does not differ from
a local one, as AUTOSAR completely hides the communication details in the Runtime
Environment-layer from perspective of the application layer. Anyway, a distributed sce-
nario contains enough challenges such as timing delays, Basic Software configuration,
deployment decisions concerning RoutingComponents, just to name a few. Further
the high-level architectural modeling we have introduced in this paper also allows the
verification of the modeled systems. First attempts in these directions have been very
promising and we are looking forward to look into the details.
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