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Ting	Hu, M.sc

• Research	background
• 2009-2016	Bachelor	and	Master	Degree	in	China
• 2018	PhD	Student	at	Hasso	Plattner	Institute

• Research	interests
• Nature	language generation.
• Efficient NLP	models

Personal	Information



Gregor	Nickel,M.Sc.

• Research	background
• 2013	– 2018	Bachelor	Degree	(RWTH	Aachen	University)
• 2017	– 2018	Research assistant at the Chair of Imaging	

and Computer	Vision	at	RWTH	Aachen	University
• 2018	– 2020	Master	Degree	(RWTH	Aachen	University)
• 2022	PhD	Student	at	Hasso	Plattner	Institute

• Research	interests
• Computer	vision	and	NLP
• Binary	neural	networks	and	lightweight	network	architectures

Personal	Information



Jona	Otholt,M.Sc.

• Research	background
• 2015-2018	Bachelor	Degree (Hasso	Plattner	Institute)
• 2018-2021	Master	Degree (Hasso	Plattner	Institute)
• Since 2021	PhD Student	at	Hasso	Plattner	Institute

• Research	interests
• Computer	vision,	document analysis,	unsupervised /	weakly supervised learning

Personal	Information
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PD	Dr.	Haojin Yang
• 10/2002-01/2008 Medientechnologie	(Dipl.-Ing.),	University	of Technology	Ilmenau,	Germany

• 11.2013,	PhD	in	Computer	Science	(CS),	Hasso	Plattner	Institute	for Software	Systems	
Engineering	(HPI)/University	of Potsdam

• 2015-present,	Head	of Multimedia	and	Machine Learning	Research	Group,	ITS	Chair, HPI

• Since 07/2019,	Privatdozent	(PD)	at HPI/University	of Potsdam

• Habilitation	thesis:	Deep	Representation Learning	for Multimedia	Data	Analysis

• 11/2019-10/2020,	Head	of Edge	Computing	Lab	Beijing,	AI	Labs	&	Video	Cloud,	Alibaba	Group



• Group	leader:	PD	Dr.	Haojin	Yang
• Team:	PhD	students,	student	co-workers
• Funding	and	supports:	SAP,	WPI,	BMBF,	BMUV,	Meta	AI
• Current	research	collaborators:	NICSEFC, PNNL,	NCSU,	RUC-AI,	CUHK,	IBME

ITS	- MML Group



Research	and	Teaching

Computation	and	Energy	Efficient	Learning
• Binary	neural	networks
• Deep	model	compression
• Dynamic	neural	networks,	e.g.,	dynamic	BERT
• Efficient	training	and	inference	of	LLM

Label	Efficient	Learning
• Dataset	synthesis
• Novel/General	class	discovery

Edge	AI
• Computation	offloading,	collaborative	training	

and	inference

AI	MOOC@KI-Campus&openHPI
• Title:	Applied	Edge	AI:	Deep	Learning	outside	of	the	

Cloud
• Link:	https://open.hpi.de/courses/edgeai2022

Master	Seminar
• Practical	Applications	of	Deep	Learning	SS	(4	SWS)
• Machine	Intelligence	with	Deep	Learning	WS	(4	SWS)

Master	Project	
• summer term 2021:	Accelerating	Training	and	

Inference	of	Large-scale	Pre-trained Language	Models
• summer term 2022:	Developing Language	

Identification for Art-Historical	Documents
• summer term 2023:	Predicting Extreme	Weather

Events

Master	Thesis
• https://hpi.de/meinel/knowledge-tech/machine-

learning-ai.html
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Applications	of	Transformer	and	BERT

• BERT	is	applied	in	Google	search	engine	for	72	languages	since	
December	2019.	

• Transformer	is	applied	in	Google	translate
• About	60%	Google’s	TPU	resources

à 5.6 billion searches per day

à more than 100 billion
words a day



[1] Strubell, Emma, Ananya Ganesh, and Andrew McCallum. "Energy and Policy Considerations for Deep Learning in NLP."
In the 57th Annual Meeting of the Association for Computational Linguistics (ACL). Florence, Italy. July 2019

The	impact	of	large-scale	AI	computing	on	the	environment

Deep	Learning	Models	Spend	Lots	of	Energy

[1]



LLMs 

• GPT-3	(175	billion	parameters):	1287MW,	552	tons	[1]
• 43	cars	or	24	US	families	/	year
• >	10k	V100	GPUs

• Google’s	LaMDA (basis	for	“Bard”)	used	1024	TPU-v3	for	58	days,	creates	
205 tons

• GPT-4:	
• >	25k	GPUs

• GPT-5	??

[1] David Patterson et al., “Carbon emissions and large neural network training”, Google Research, April 2021



What	is	the	ecological	challenge?

“Pangu-Weather:	A	3D	High-Resolution	Model	for Fast	and Accurate Global	Weather Forecast”.
Kaifeng Bi,	Lingxi Xie,	Hengheng Zhang,	Xin Chen,	Xiaotao Gu,	Qi	Tian

Is the typhoon going to hit
an inhabited coastal area?

Where and when should
precautionary measures be

taken?



Ideas:	What	concrete	contributions	can	AI	make?

Classical Weather Models	are run on	Supercomputers

The	combined processing power	of the Deutscher	Wetterdienst’s
supercomputers is more than 10	petaflops,	which is more than 10,000	

times faster than an	average desktop computer.

“Datenverarbeitung,	DMRZ”.
https://www.dwd.de/DE/derdwd/it/_functions/Teasergroup/datenverarbeitung.html



Topic	1: Weather	Data	Compression

Image:	http://photos.prnewswire.com/prnh/20161102/435664

• ERA5	Data:
• European	Centre	for	Medium-Range	Weather	

Forecasts	(ECMWF)
• Variety	of	meteorological	variables,	such	as	

temperature,	wind	speed,	geopotential,	etc.
• 30km	grid	(spatial	resolution	of	0.25° × 0.25°)
• Hourly	data	on	a	global	scale	updated	every	day	

since	1979

• Data	Size	Example:
• 1	ERA5	variable,	1979-2018,	spatial	resolution	of	

2.8125° × 2.8125°,	hourly	scale	→	10.7GB



Topic	1: Weather	Data	Compression

• Neural	Network	for	Data	Compression:
• Lossy	compression	with	300× to	more	than	3,000× in	compression	ratios	with	better	quality	than	the	

state-of-the-art	SZ3	compressor
• Compression	(training)	and	decompression	(inference)

[1]	Langwen and	Hoefler.	"Compressing	multidimensional	weather	and	climate	data	into	neural	networks."	arXiv preprint	arXiv:2210.12538	(2022).
[2]	https://github.com/spcl/NNCompression

Published as a conference paper at ICLR 2023
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Figure 1: Diagram of the neural network structure: Coordinates are transformed into 3D coordinates
and fed to the Fourier feature layer (green). Then they flow into a series of fully connected blocks
(light blue) where each block consists of two feed forward layers (dark blue) with batch norms
(orange) and a skip connection. Solid lines indicate flows of data in both compression (training) and
decompression (inference) processes, and dash lines correspond to the compression-only process.

float32 into float16 to get an extra 2× gain in the compression ratio without losing much accuracy.
This method allows compressing a large data block and squeezes redundant information globally
while still having low latency and high bandwidth when retrieving decompressed values. It per-
forms well in the high compression ratio regime: it can achieve 300× to more than 3,000× in com-
pression ratio with better quality than the state-of-the-art SZ3 compressor (Liang et al., 2022) in
terms of weighted root mean squared error (RMSE) and mean absolute error (MAE). The compres-
sion results preserve large-scale atmosphere structures that are important for weather and climate
predictions and do not introduce artifacts, unlike SZ3. The neural network produced by our method
can be used as an IO-efficient dataloader for training machine learning models such as convolutional
neural networks (CNNs) and only lead to a limited increase in test errors compared with training
with original data. Although equipped with Fourier features, error analysis shows that our method
poorly captures rarely occurring sharp signals such as hurricanes: it tends to smooth out extreme
values inside the center of a hurricane. It also suffers from slow training speed, especially in the low
compression ratio regime.

Besides high compression ratios, our method provides extra desirable features for data analysis.
Users can access any subset of the data with a cost only proportional to the size of the subset because
accessing values with different coordinates is independent and thus trivially parallelizable on modern
computation devices such as GPUs or multi-core CPUs. In addition, the functional nature of the
neural network provides ”free interpolation” when accessing coordinates that do not match existing
grid points. Both features are impossible or impractical to implement on traditional compressors
with a matching compression ratio.

1.1 RELATED WORK

Compression methods for multidimensional data Existing lossy compression methods com-
press multidimensional data by transforming it into a space with sparse representations after trun-
cating, and then quantize and optionally entropy-encode the resulting sparse data. As one of the most
successful methods in the area, SZ3 (Liang et al., 2022) finds sparse representations in the space of
locally spanning splines. It provides an error-bounded compression method and can achieve a 400×
compression ratio in our test dataset. TTHRESH (Ballester-Ripoll et al., 2018) compresses data by
decomposing it into lower dimensional tensors. It performs well on isotropic data such as medical
images and turbulence data with compression ratios of around 300×, but it is not the case for heavily
stratified weather and climate data where it either fails to compress or results in poor compression
ratios of around 3×. ZFP (Lindstrom, 2014) is another popular compression method that provides a
fixed-bitrate mode by truncating blocks of orthogonally transformed data. It provides only low com-
pression ratios that usually do not exceed 10×. While there are lossless methods for multidimensional
data (Yeh et al., 2005), they cannot achieve compression ratios more than 2× because scientific data
stored in multidimensional floating point arrays rarely has repeated bit patterns (Zhao et al., 2020).
SimFS (Girolamo et al., 2019) is a special lossless compression method that compresses the simu-
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Topic	1: Weather	Data	Compression

• Geopotential	at	500hPa	on	Oct	5th	2016	with	hurricane	Matthew	in	the	center:
• Data	extracted	from	a	dataset	with	15.6	GB	→	compressed	to	13.86	MB
• Compression	ratio	1150x

Published as a conference paper at ICLR 2023

,

Figure 5: Local plots of geopotential at 500hPa on Oct 5th 2016 with hurricane Matthew in the
center. The plots use data from original dataset 2 (left), compressed data using our method with a
width of 512 (center), and SZ3 compressed data with an absolute error tolerance of 1,000 (right).
See Appendix A.2 for plots with varying compression ratios.

We choose the WeatherBench (Rasp et al., 2020) baseline model as the CNN. We use geopotential
at 500hPa in datasets 3 and 4 (Table 3) and temperature at 850hPa with the same range and shape.
We select the biggest available neural network with a width of 512 to compress the geopotential
and temperature data, respectively. For SZ3, we set the absolute error tolerances to 900 m2/s2 for
geopotential and 5.0 �C for temperature to match the 0.99999-quantile of absolute error with our
method. The outcomes are measured from the weighted RMSE error of CNN calculated using the
test set.

Table 5: Weighted RMSE test error of CNN trained with original dataset and compressed dataset.
C.R. represents compression ratio.

C.R. Weighted RMSE error (test set)
Dataset 3 Geopotential at 500 hPa (m2/s2) Temperature at 850 hPa (�C)

Original 632.9 2.906
NN compressed 198× 637.3 (+0.7%) 2.944 (+1.3%)
SZ3 compressed 71× 650.6 (+2.8%) 2.985 (+2.7%)

Dataset 4

Original 688.8 2.834
NN compressed 790× 697.3 (+1.2%) 2.888 (+1.9%)
SZ3 compressed 106× 702.9 (+2.0%) 2.887 (+1.9%)

Results The results in Table 5 shows that our method leads to small increases in weighted RMSE
test errors of not more than 1.9% while achieving high compression ratios of 198× and 790× for
dataset 3 and 4. On the other hand, SZ3 results in larger test errors and lower compression ratios
of 71× and 106× probably due to the additional artifacts observed in Figure 4 and 5. The high
compression ratio and limited increase in test errors of our method make it possible to feed machine
learning models with much more data which will eventually surpass the model trained with original
data in performance.

3.3 ABLATION STUDY

We perform an ablation study by selectively disabling some features of the model and comparing the
resulting weighted RMSE loss between compressed data and original data. We select output scaling,
XYZ transform, Fourier feature, skip connection, and batch norm as the targets because they are the
special parts added to the fully connected MLP to compress data effectively. We also experiment
changing the activation function from GELU to ReLU. We choose dataset 1 in Table 3 as the inputs
and a neural network with a width of 512 which results in a compression ratio of 288×.
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[1]	Langwen and	Hoefler.	"Compressing	multidimensional	weather	and	climate	data	into	neural	networks."	arXiv preprint	arXiv:2210.12538	(2022).
[2]	https://github.com/spcl/NNCompression



Topic	1: Weather	Data	Compression

• Challenge: Preserve	Extreme	Weather	Events	in	the	AI	Model

• Research	Questions:
• How	can	we	measure	the	quality	of	the	compressed	data?	

Is	there	something	like	an	accuracy	to	evaluate?
• Which	compression	rate	is	a	sweet	spot	between	compression	rate	and	data	quality?
• Can	the	compression	method	be	enhanced	for	our	use	case	of	predicting	extreme	weather	events?



Topic	2: Build	Your	Games	using	Generative	AI	tools

• Generative AI technology has facilitated	the	development of many	creativity-related industries.
• AI copilots like GPT-4 allow people to build specific applications even without much	prior knowledge.

Text-to-Image
https://www.midjourney.com

Text-to-360-degree	world
https://www.blockadelabs.com/

Text-to-Text
https://chat.openai.com/



Topic	2: Build	Your	Games	using	Generative	AI	tools

• Start from vivid text-based	adventure	games(e.g., ChatGPT and Midjourney).
• Build Escape	games: generate scripts, 360-degree scenes,	and	objects	à build your game (e.g.,	Unity).
• How these	tools could benefit	the	game	development	and	design?

Prison	escape

• Challenges:	prompt	engineering,		some	knowledge	in	using	game	development	software.				

Text adventure
https://www.youtube.com/watch?v=A-6c584jxX8



Topic	3:	Class	Discovery	using Language-Image	Pretrainings

Radford,	Alec,	et	al.	"Learning	transferable	visual models from natural language supervision."	International	conference on	machine learning.	PMLR,	2021.



Topic	3:	Class	Discovery	using Language-Image	Pretrainings

Radford,	Alec,	et	al.	"Learning	transferable	visual models from natural language supervision."	International	conference on	machine learning.	PMLR,	2021.



Topic	3:	Class	Discovery	using Language-Image	Pretrainings

Research	Question:	What if we don't know the class names?

• Given	only images,	can we still	use CLIP	for classification?
• Can	we maybe infer the correct prompts for the images?
• How does this approach measure against existing clustering /	

class discovery methods?



• Deep	learning framework – PyTorch
• GPU	servers	from MML	Group

• Prerequisites
• introductory	moodle	course (required)
• cluster	usage	document

Tools	and	Hardware



The	final	evaluation	will	be	based	on:
• idea	presentation	and Initial	implementation,	 10% (22.05.2023)
• Final	presentation,	 20% (24.07.2023)
• Report,	12-18	pages	(latex) 30%	(31.08.2023)
• Code, 40%	(31.08.2023)
• Participation	in	the	seminar	 (bonus)
• Grading (30.09.2023)

Grading Policy



Registration
• HPI	students:	HPI-moodle
• Other	UP	students:	Email	to	HPI-

Studienreferat (Studienreferat(at)hpi.uni-potsdam.de)
• until 24.04.2023, inform	your preferred	and	secondary	topics	

by	email
• Send	email	to:	mml-team@hpi.de

• 28.04.2023:	Announcement	of	group	assignment
• Individual	weekly	meeting	with	teaching	team

Enrollment/Anmelden



Email:	{ting.hu,	gregor.nickel,	jona.otholt, haojin.yang}@hpi.de
Office: G2-E.31,	G2-E.32, G2-E.26

Contact

Course	Website

Practical	Applications
of	Deep	Learning



Thank you for your Attention!

 Address:	
 Hasso-Plattner-Institut für	Digital	
Engineering	gGmbH,	Prof.-Dr.-Helmert-
Str.	2-3	D-14482	Potsdam,	Germany
 Email: haojin.yang@hpi.de
 Web:


