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Major Deep Learning Frameworks
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Topic 2: Place Recognizer
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Idea: 
■ Build an App with machine vision features, e.g. place recognition in real-

time using a smart phone


■ Gather training images from Google maps and flickr


■ Create deep model to extract visual features for place recognition

■ Recommendations and useful features, z.B. audio guides, translations…

■ More ideas from you… 

Your participation: 

■ Develop method to label training data 
■ Experiment with deep object recognition models 

■ Deploy deep learning technology to a mobile platform

Audio guides Translations

Recommen
dations



Topic 3: Application based on Adversarial 
Training for Medical Image Segmentation
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Idea: 
■ Automated lesions segmentation is an important clinical diagnostic task 

and very challenging


■ Adversarial networks have opened up many new directions


■ We want to put imagery into AI [1] 
We offer and expected: 

■ Liver Tumor Segmentation data set (LITS-Challenges 2017)

■ Brain Tumor Segmentation Challenges (BRATS-Challenge 2017)

■ An online segmentation application 

LITS-dataset BRATS-dataset



Topic 3: Adversarial Training for Medical 
Image Segmentation
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Solution:

 [1] Pixel Domain Transformation

 [2] Generative Adverserial Nets

!
!
!
!
!
!
     [1] D Yoo, N Kim, S Park, AS Paek, IS Kweon – ECCV 2016


     [2] I Goodfellow, J Pouget-Abadie, M Mirza, B Xu- NIPS 2014



Tools and Hardware
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■ Caffe/Caffe2: deep Learning framework by Berkeley vision lab/Facebook AI

■ MXNET: a flexible framework of neural networks

■ Google’s TensorFlow

■ CNNdroid: open source library for GPU-accelerated execution of trained deep 

convolutional neural networks on Android

■ Chair’s GPU Server

!
!

',<�'HHS�/HDUQLQJ�IRU�9LVLRQ�
D�+DQGV�2Q�7XWRULDO�ZLWK�&DIIH

(YDQ�6KHOKDPHU��-HII�'RQDKXH��
<DQJTLQJ�-LD��5RVV�*LUVKLFN/RRN�IRU�IXUWKHU�

GHWDLOV�LQ�WKH�
RXWOLQH�QRWHV

FDIIH�EHUNHOH\YLVLRQ�RUJ

JLWKXE�FRP�%9/&�FDIIH

Using the Ca1e Framework

● Deep Learning framework by Berkeley Vision and Learning Center

● Open Development

● State of the art in research

● Used and sponsored by

industry leaders

ENCP



Leistungserfassung
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■ The final evaluation will be based on: 

■ Initial implementation / idea presentation, 10% (29.05.2017) 
■ Final presentation, 20% (24.07.2017) 
■ Report/Documentation, 12-18 pages (single column), 30% 

(bis 15.08.2017) 
■ Implementation, 40% (bis 15.08.2017) 
■ Participation in the seminar (bonus points) 

■ Topics selection until 27.04.17: register on Doodle (link 
to the HPI website of the course) 
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Thank you for your Attention!


