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• Dr. Haojin Yang 
• Dipl.-Ing study at TU-Ilmenau (2002-2007) 
• Software engineer (2008-2010) 
• PhD student, internet technology and system, at HPI 

(2010-2013) 
• Senior researcher, chair of Internet technologies and systems 
• Research interest: multimedia analysis, computer vision, 

machine learning/deep learning, information retrieval etc. 
• Web: http://hpi.de/meinel/lehrstuhl/team-fotos/postdocs/haojin-yang.html

http://hpi.de/meinel/lehrstuhl/team-fotos/postdocs/haojin-yang.html
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■ Research background

■ 2010~2013	 	 Bachelor Degree (Hasso-Plattner-Institute)


■ 2013~2016	 	 Master Degree (Hasso-Plattner-Institute)


■ 2016~	 	 PhD Student at Hasso-Plattner-Institute


■ Research interests

■ Computer vision, deep learning, text recognition

data generation
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Education:

■ 2005~2009 	 Bachelor Degree in Beijing University of Technology

■ 2009~2012 	 Master Degree in Beijing University of Technology

■ 2012~	 	 PhD Student in Hasso Plattner Institute

Research Topics:

■ Document Analysis

■ Deep Learning

■ Natural Language Processing

■ E-Learning
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■ Research background

■ 2011.09-2014.03 Master of Engineering, Shanghai University

■ 2012.09-2013.09 Master of Engineering, Waseda University

■ 2014.4-now PhD student at HPI

!

■ Research interests

■ Multimedia Retrieval, Deep learning, Robotic and WSN
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• 400 hours of video uploaded every minute 
• Video data —> more than 64% of internet traffics (2014), will be more 
than 80% in 2019



Automatic Multimedia Analysis
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Overlay  
Text

Scene 
Text

Audio-Mining

Captioning: 
A group of people are watching TVFace 

Detection

People
People People

Event Detection: 
bungee jumping

Event Detection: 
Getting into or 
getting out of vehicle 



Why Machine Vision So Hard

* Image copyrights reserved by Facebook AI lab 



■ Deep Learning and deep features (since 2006):

■ Simulating human neural network and hierarchically learning features from large scale data 


■ Impacting a wide range of multimedia information processing


■ Achieved break-record results in fields like Speech Recognition, Image Classification, Object 
Detection and Nature Language Processing etc.
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Deep Learning for Multimedia Retrieval

Deep learning
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Deep learning
as human beings



■ HOG (Histogram of Oriented Gradients) feature for face detection
Handcrafted Features Example: HOG
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„Feature Engineering“ 
  designed by Expert

SVM Classifier

face?

non-face?
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Artificial Neural Networks
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„Feature Learning“

Adaptable 
Weights

Weights updated with 
the Back-propagation 

Algorithm 
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• The ventral (recognition) pathway in the visual cortex has multiple stages

• Retina - LGN - V1 - V2 - V4 - PIT - AIT ….

• Lots of intermediate representations

The Mammalian Visual Cortex is Hierarchical
Y LeCun

MA Ranzato
The Mammalian Visual Cortex is Hierarchical

[picture from Simon Thorpe]

[Gallant & Van Essen] 

The ventral (recognition) pathway in the visual cortex has multiple stages
Retina - LGN - V1 - V2 - V4 - PIT - AIT ....
Lots of intermediate representations



Deep Visual Features
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Convolutional Neural Networks
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Convolutional Neural Networks
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ConvDemo TrainDemo
Source from cs231n

https://cs231n.github.io/convolutional-networks/#pool
http://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html
https://cs231n.github.io/


Image classification (ImageNet Challenge) 
 Given an image, classify what is depicted

Deep Learning Impact in Research 
Example

% Deep Learning Teams

Recent winners: 8-layer AlexNet (2012), 22-layer GoogleNet (Google 2014), !
!             152-layer ResNet (Microsoft 2015)!



Speech recognition 

Given an audio file, get word transcription

Deep Learning Impact in Research  
Example



Machine Vision Applications 

Recognize books, 

barcodes etc.



Current Research Topics
▪ SceneTextReg: a real-time video text detection and recognition 

framework using deep CNN and RNN

▪ demonstrated at ACM ICMR’15, IEEE ICASSP’16, ACM Multimedia’16          

▪ Neural visual translator: Image/video captioning

▪ published at ACM Multimedia’16 

▪ Human action recognition, event detection in video

▪ published at ICONIP’16 

▪ Deep semantic retrieval for multimodal data

▪ published at MTAP Journal 2016 

▪ DL for metrics learning

▪ published at ISVC’16



Current Research Topics
▪ DL for text processing, NLP


▪ published at INTERSPEECH’16 

▪ Video classification with CNNs

▪ published at IJCNN’16 

▪ Lecture video analysis and retrieval (applied in teleTASK and 
openHPI) 

▪ published at IEEE ICALT’16 

▪ DL for medical image processing

▪ Audio analysis with DL



Scene Text Recognition
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Neural Visual Translator

Image/Video Captioning
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■ Image representation from deep CNN model

■ Image to sentence via Bi-directional LSTM (Long short-term memory)

■ Achieved state-of-the-art

Figure 2: Long Short Term Memory (LSTM) cell. It is con-
sist of an input gate i, a forget gate f , a memory cell c and
an output gate o. The input gate decides let incoming sig-
nal go through to memory cell or block it. The output gate
can allow new output or prevent it. The forget gate decides
to remember or forget cell’s previous state. Updating cell
states is performed by feeding previous cell output to itself
by recurrent connections in two consecutive time steps.

variants. We first briefly introduce LSTM which is the at
the center of model. The LSTM we used is described in [41].

3.1 Long Short Term Memory
Our model builds on LSTM cell, which is a particular

form of traditional recurrent neural network (RNN). It has
been successfully applied to machine translation [3], speech
recognition [8] and sequence learning [34]. As shown in Fig-
ure 2, the reading and writing memory cell c is controlled
by a group of sigmoid gates. At given time step t, LSTM
receives inputs from di↵erent sources: current input x, the
previous hidden state of all LSTM units ht�1 as well as pre-
vious memory cell state ct�1. The updating of those gates
at time step t for given inputs xt, ht�1 and ct�1 as follows.

it = �(Wxixt +Whiht�1

+ bi) (1)

ft = �(Wxfxt +Whfht�1

+ bf ) (2)

ot = �(Wxoxt +Whoht�1

+ bo) (3)

gt = �(Wxcxt +Whcht�1

+ bc) (4)

ct = ft � ct�1

+ it � gt (5)

ht = ot � �(ct) (6)

where W are the weight matrices learned from the network
and b is bias term. � is the sigmoid activation function
�(x) = 1/(1 + exp(�x)) and � presents hyperbolic tangent
�(x) = (exp(x)� exp(�x))/(exp(x) + exp(�x)). � denotes
the products with a gate value. The LSTM hidden output
ht={htk}Kk=0

, ht 2 RK will be used to predict the next
word by Softmax function with parameters Ws and bs:

F(pti;Ws,bs) =
exp(Wshti + bs)PK
j=1

exp(Wshtj + bs)
(7)

where pti is the probability distribution for predicted word.
Our key motivation of chosen LSTM is that it can learn

long-term temporal activities and avoid quick exploding and
vanishing problems that traditional RNN su↵ers from during
back propagation optimization.

3.2 Bidirectional LSTM
In order to make use of both the past and future context

information of a sentence in predicting word, we propose a

Figure 3: Multimodal Bidirectional LSTM. L1: sentence
embedding layer. L2: T-LSTM layer. L3: M-LSTM layer.
L4: Softmax layer. We feed sentence in both forward (blue
arrows) and backward (red arrows) order which allows our
model summarizes context information from both left and
right side for generating sentence word by word over time.
Our model is end-to-end trainable by minimize a joint loss.

bidirectional model by feeding sentence to LSTM from for-
ward and backward order. Figure 3 presents the overview of
our model, it is comprised of three modules: a CNN for en-
coding image inputs, a Text-LSTM (T-LSTM) for encoding
sentence inputs, a Multimodal LSTM (M-LSTM) for em-
bedding visual and textual vectors to a common semantic
space and decoding to sentence. The bidirectional LSTM is
implemented with two separate LSTM layers for computing

forward hidden sequences
�!
h and backward hidden sequences �

h . The forward LSTM starts at time t = 1 and the back-
ward LSTM starts at time t = T . Formally, our model works

as follows, for raw image input eI, forward order sentence
�!
S

and backward order sentence
 �
S , the encoding performs as

It = C(eI;⇥v)
�!
h 1

t = T (
�!
E
�!
S ;
�!
⇥l)

 �
h 1

t = T (
 �
E
 �
S ;
 �
⇥l) (8)

where C, T represent CNN, T-LSTM respectively and ⇥v,

⇥l are their corresponding weights.
�!
E and

 �
E are bidirec-

tional embedding matrices learned from network. Encoded
visual and textual representation are then embedded to mul-
timodal LSTM by:

�!
h 2

t = M(
�!
h 1

t , It;
�!
⇥m)

 �
h 2

t = M(
 �
h 1

t , It;
 �
⇥m) (9)

where M presents M-LSTM and its weight ⇥m. M aims
to capture the correlation of visual context and words at
di↵erent time steps. We feed visual vector I to model at
each time step for capturing strong visual-word correlation.
On the top of M-LSTM are Softmax layers which compute
the probability distribution of next predicted word by

�!p t+1

= F(
�!
h 2

t ;Ws,bs)
 �p t+1

= F(
 �
h 2

t ;Ws,bs) (10)

where p 2 RK and K is the vocabulary size.

3.3 Deeper LSTM architecture
To design deeper LSTM architectures, in addition to di-

rectly stack multiple LSTMs on each other that we named
as Bi-S-LSTM(Figure 4(c)), we propose to use a fully con-
nected layer as intermediate transition layer. Our motiva-
tion comes from the finding of [28], in which DT(S)-RNN
(deep transition RNN with shortcut) is designed by adding

[Wang et al. 2016]



Multiple deep neural networks:

■ Spatial: recognizing objects on frames

■ Temporal: recognizing motion on multiple frames

■ Auditory: acoustical information

Video Classification, Activity Detection
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Temporal Stream: Dense Optical Flow
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Stacking
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Temporal Stream: Motion History Image
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▪ Advantages:

▪ insensible to the background noise

▪ representing motion changes in a single image —> simplifies the 

training and prediction process

▪ low computation cost —>real-time application
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Topic 1: Indoor Human Activities 
Recognition
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■ Core question:

■ How to localize the activity in a static video frame


■ How to capture it in temporal video stream


■ Potential solution: two-stream neural networks

■ Faster RCNN (Region based Convolutional Neural Network) method to localize the 

potential activities in static frames


■ Optical flow or MHI to express motion changes


■ Datasets

■  LIRIS dataset (gray/rgb/depth videos), various activities from daily life (discussing, telephone calls, 

giving an item etc.)



Topic 2: German Word Vectors and 
Potential Applications
Why: 
■ Word Vectors have been proven to be successful in many NLP apps.

■ But the major successes are achieved in English, not German.

!
How: 
■ Learn the theoretical background of Word Vectors.

■ Compare the existing WV generation tools and choose the most suitable one.

■ Collect as many German textual data as possible for the training.

■ Test the German word vectors obtained with some measurements.

■ Apply the German word vectors into potential applications.

!
Challenges: 
■ The amount of training data (only Wiki dataset is not enough).

■ Complicated grammar system, especially the verbs.
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Topic 3: Deep Network For Image 
Generation

29

Motivation: 

■ Deep learning systems need huge amounts of training data


■ Getting training data for deep learning is difficult

!
Possible Solution: 

■ System that automatically generates training images

■ Such a system could be based on:


□ Attention modeling

□ Recurrent Neural Networks
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Topic 4: Place Recognizer
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Idea: 
■ Build an App with machine vision feature, e.g. place recognition in real-

time using android phone


■ Training images and information retrieval from Google maps and flickr


■ Apply deep model to extract visual feature for place recognition

■ Recommendations and useful features, z.B. audio guides, translations…

■ More idea from you… 

Your participation: 

■ Learning knowledges of deep learning,

■ Apply deep learning technology to mobile application

■ Contribute to software design and development

Audio guides Translations

Recommen
dations



Topic 5: Deep Face Representation
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Face representation with CNN

■ Workflow:


■ Face detection -> frontal face alignment -> facial representation -> classification

■ Deep face model learning -> robust face representation

■ Demo app for face identification

■ e.g. Android app (unlock screen?) 

■ Datasets

■ CASIA-WebFace dataset (train): 10k subjects, 490k images

■ LFW dataset (test): 5.7k subjects, 13k images


■ Difficulties:

■ Lighting effect, blur problem


■ Multi-scale


■ Geometrical distortion



Tools and Hardware
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■ Caffe: deep Learning framework by Berkeley vision lab

■ Chainer: a flexible framework of neural networks

■ Google’s TensorFlow

■ CNNdroid: open source library for GPU-accelerated execution of 

trained deep convolutional neural networks on Android

■ Chair’s GPU Server

!
!

',<�'HHS�/HDUQLQJ�IRU�9LVLRQ�
D�+DQGV�2Q�7XWRULDO�ZLWK�&DIIH

(YDQ�6KHOKDPHU��-HII�'RQDKXH��
<DQJTLQJ�-LD��5RVV�*LUVKLFN/RRN�IRU�IXUWKHU�

GHWDLOV�LQ�WKH�
RXWOLQH�QRWHV

FDIIH�EHUNHOH\YLVLRQ�RUJ

JLWKXE�FRP�%9/&�FDIIH

Using the Ca1e Framework

● Deep Learning framework by Berkeley Vision and Learning Center

● Open Development

● State of the art in research

● Used and sponsored by

industry leaders

ENCP



Leistungserfassung
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!
■ The final evaluation will be based on: 

■ Initial implementation / idea presentation, 10% (Anfang 
Dezember) 

■ Final presentation, 20% (09.02.2017) 
■ Report/Documentation, 12-18 pages (single column), 30% 

(bis Ende Februar) 
■ Implementation, 40% (bis Ende Februar) 
■ Participation in the seminar (bonus points) 
!

■ Wahl der Themen bis 27.10.16: anmelden on Doodle 
(verlinkt im HPI website der Lehrveranstaltung)
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Thank you for your ATTENTION!


