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Social search overview (1) 

 Background 
 

 Rise of Web 2.0 platforms (e.g., Wikipedia, Facebook, Youtube, Twitter, 
LinkedIn, IMDB, flickr, …) where users are main content providers and can give 
(implicitly or explicitly) recommendations, suggestions, likes, dislikes, or 
answers on other users’ postings or questions 

 

 Key differences to classical web search 
 

 Users interact with the system and other users (implicitly or explicitly) 
 

 Users provide rich information about themselves and other users (implicitly or 
explicitly) 
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Social search overview (2) 

 Important concepts 
 

 User feedback (e.g., user tags, answers, suggestions, …) 
 

 Folksonomies (collaboratively derived tag taxonomies) 
 

 User communities (groups of users with similar properties, interests or goals) 
 

 “Wisdom of the Crowds” (many people can be smarter than a few) 
 

 Crowdsourcing (tasks difficult to solve by machines are solved by humans) 
 

 Information cascades (users relying on other users’ information) 
 

 Influential users (e.g., opinion leaders, celebrities, innovators, …) 
 

 Collaborative filtering (detecting correlations between users and items) 
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User feedback for social search (1) 

 Search for social opinions/suggestions 

 

 

 

 

 

 

 

 

 

 

 Important questions 
 How to rank user opinions (aspects to consider: user reliability, feedback 

quality, user history, similarity to user who issued the query…)? 

 How to combine and present general search results with social results? 

 How to derive explicit recommendations from implicit feedback? 
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User feedback for social search (2) 

 User-based question answering  

 

 

 

 

 

 

 

 

 

 

 

 Answers can be checked by site editors or ranked decreasingly by user ratings 

 Translation model for question Q and answer A:  
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Tags and automatic tag suggestion 

 Tags can be useful for search (as they reflect the “wisdom of the crowds”), 
but 

 many tags are incorrect, ambiguous, unique 

 many postings have very few or no tags at all (usually the popular ones have) 
 

 Automatic tag suggestion (i.e., infer tags for new posting) by using 

 Tags with high tf-idf from postings of the same type (clustering or 
categorization needed)  

 Similarity between tag and posting and taking tag novelty, popularity, etc., into 
account 

 Per-tag relevance model (difficult for rare tags and difficult to scale) 

 Language models, thesauri or query logs 
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Folksonomies: organizing items by tags 
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Flickr folksonomy tag cloud 
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Source: http://www.flickr.com/photos/tags/ 
 

𝑓𝑜𝑛𝑡𝑆𝑖𝑧𝑒 𝑡 = 𝑚𝑎𝑥𝐹𝑜𝑛𝑡𝑆𝑖𝑧𝑒 ∙
𝑓𝑟𝑒𝑞 𝑡 − 𝑚𝑖𝑛𝐹𝑟𝑒𝑞

𝑚𝑎𝑥𝐹𝑟𝑒𝑞 −𝑚𝑖𝑛𝐹𝑟𝑒𝑞
 

http://www.flickr.com/photos/tags/
http://www.flickr.com/photos/tags/


User communities (1) 

 Represented by graphs capturing interactions (through edges) between 
entities (i.e., nodes) 

 Assumption: number of intra-community interactions is higher than that 
of inter-community interactions 
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User communities (2) 

 Detecting communities 

 HITS algorithm assigns higher scores to nodes belonging to many v-structures 
and can be extended to detect communities 

 Recursive graph cut  
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User communities (3) 

 More algorithms for detecting communities 

 Clustering algorithms (e.g., k-means, spectral clustering, co-clustering, latent 
semantic analysis, locality-sensitive hashing, and many more) to be discussed 
later 

 

 Use cases 

 Detecting user interests 

  personalization 

  recommendation 

 Expert finding (combined with other authority-detection algorithms e.g., 
PageRank) 

 Hyperbolic browsing of “summarized interaction graph”  
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 Examples 

 Relevance feedback for search engine results 

 Labelling photos, annotating text, recognizing handwriting, … 

 Community-based question answering 

 Proving theorems 

 … 

 

 

 

 

Crowdsourcing: general idea 
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Task 
(difficult for machines) 



“Wisdom of the crowd” example in crowdsourcing 

 Sample of handwritten text 

 

 

 

 

 

 

 

 After multiple iterations on Amazon Mechanical Turk: 
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You misspelled several words.  Please spellcheck  
your work next time. I also notice a few grammatical 
mistakes. Overall your writing style is a bit too phoney.  
You do make some good points, but they  got lost  
amidst the writing. (signature) 

Source: G. Little et al., HCOMP 2009  

http://dl.acm.org/citation.cfm?id=1600159
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Crowdsourcing landscape 

16 

Source: 
vi.sualize.us 

http://vi.sualize.us/


Amazon Mechanical Turk (AMT) 
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Source: 
https://www.mturk.com/mturk/welcome 
 

https://www.mturk.com/mturk/welcome
https://www.mturk.com/mturk/welcome


How does AMT work? 
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http://www.crowdsourcingblog.de 
 

Source: 

Confidence score for worker derived from  
aggregation of approvals and rejections  

http://www.crowdsourcingblog.de/
http://www.crowdsourcingblog.de/
http://www.crowdsourcingblog.de/


HIT example: solving IQ task 

Dr. Gjergji Kasneci | Introduction to Information Retrieval | WS 2012-13 19 



Measuring the crowd IQ 

 The term “Wisdom of the Crowds” is too vague; can it be quantified? 

 

 Can we measure the IQ of a crowd (viewed as a black-box system)? 

 

 Approach 
 

 Let each crowd individual solve standardized IQ test 

 

 Aggregate the answers to each IQ question with the goal to boost (or 
maximize) the IQ of the crowd as a black-box system 
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Majority Voting on the Answer 

       Question 

 
Participant      

1 2 3 4 5 

Alice A D B D C 

Bob A D B B D 

Charlie A D D A A 

David B A C C B 

Eugene A A C B D 

Fiona A D C B B 

George A D C C B 

Majority A D C B B 

Correct A D C B D 

 Is it possible to outperform majority voting? 
 Learn reliability scores for each participant and compute weighted  
     average 
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Boosting the IQ in a “IQ-homogeneous” Crowd? 

 IQ-homogeneous: small variance in individual IQ scores  

Machine-learning model 

Majority voting 

Maximum IQ score of an individual 

Source: Y. Bachrach et al., AAMAS 2012 

          Crowd IQ and maximal IQ for 𝑃[95,105]           
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http://research.microsoft.com/pubs/159452/AIQ.pdf
http://research.microsoft.com/pubs/159452/AIQ.pdf
http://research.microsoft.com/pubs/159452/AIQ.pdf
http://research.microsoft.com/pubs/159452/AIQ.pdf


How smart is the Crowd? 

          Crowd IQ and maximal IQ for the entire dataset 
     

Source: Y. Bachrach et al., AAMAS 2012 
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http://research.microsoft.com/pubs/159452/AIQ.pdf
http://research.microsoft.com/pubs/159452/AIQ.pdf
http://research.microsoft.com/pubs/159452/AIQ.pdf
http://research.microsoft.com/pubs/159452/AIQ.pdf


Reputation and crowd IQ on Amazon Mechanical Turk 

Source: M. Kosinski et al., Web Science 2012 
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http://research.microsoft.com/apps/pubs/default.aspx?id=163534
http://research.microsoft.com/apps/pubs/default.aspx?id=163534
http://research.microsoft.com/apps/pubs/default.aspx?id=163534
http://research.microsoft.com/apps/pubs/default.aspx?id=163534


How do incentives change the crowd IQ on AMT? 

Source: M. Kosinski et al., Web Science 2012 
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http://research.microsoft.com/apps/pubs/default.aspx?id=163534
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Influential users and information cascades 

 Influence of a user in social network 
 

 Number of followers in the network (can be quantified by authority-based link 
analysis algorithms, e.g., PageRank) 

 

 Influence of the user’s postings (e.g., how many  other users read and forward 
the postings?) 

 

 Capability of forming public opinions  (difficult to measure) 
 

 In general: the higher the influence of a user the larger the information 
cascades incurred by the user 
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Influential users and information cascades on Twitter 
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Regression tree: leaf nodes give the predicted influence for the corresponding partition 

 Past local influence: average number of reposts by that user’s immediate 
followers 

Source: E. Bakshy et al., WSDM 2011 
 
 

http://dl.acm.org/citation.cfm?id=1935845
http://dl.acm.org/citation.cfm?id=1935845
http://dl.acm.org/citation.cfm?id=1935845
http://dl.acm.org/citation.cfm?id=1935845


Information cascades on Twitter 

Dr. Gjergji Kasneci | Introduction to Information Retrieval | WS 2012-13 28 

Example of a cascade on Twitter 

Source: E. Bakshy et al., WSDM 2011 
 
 

http://dl.acm.org/citation.cfm?id=1935845
http://dl.acm.org/citation.cfm?id=1935845
http://dl.acm.org/citation.cfm?id=1935845
http://dl.acm.org/citation.cfm?id=1935845


Predicting viral tweets (1) 
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 Viral tweet: tweet that spreads quickly and widely over the Twitter 
network 

 

 Is it possible to predict such tweets? 

 View tweet 𝐭 as a vector of feature values 𝐭 = 𝑥1, … , 𝑥𝑛  

 Example 

      𝑥1: # followers of the user who posted the tweet 

      𝑥2: # number of URLs in tweet 

      𝑥3: # hashtags used in tweet 

      𝑥4: mentions in a tweet 

      𝑥5: length of tweet 

      𝑥6: sentiment of a tweet (i.e., positive, negative or neutral) 

      𝑥7: tweet topic  

        … 

 Use training set of viral and non-viral tweets to train classification model 

 

 



Predicting viral tweets (2) 
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 Naïve Bayes model (assumes conditional independence between features) 
𝑃 𝑅 𝐭 > 𝜏, 𝐭 = 𝑃 𝑅 𝐭 > 𝜏 ∙ 𝑃 𝐭| 𝑅 𝐭 > 𝜏  

                                                          = 𝑃(𝑅 𝐭 > 𝜏) ∙  𝑃(𝑥𝑖|𝑅 𝐭 > 𝜏)𝑛
𝑖=1   

 

 

 

 Generalized linear model (correlations between features captured by linear 
combination) 

𝑃 𝑅 𝐭 > 𝜏|𝐭 = 𝑓(𝑤0 +𝑤1𝑥1 +⋯+𝑤𝑛𝑥𝑛) 

 

 

# retweets for t threshold 

unknown weights 
(can be learned from 
training corpus) 

Sigmoid  
activation  
function 

//commons.wikimedia.org/wiki/File:SigmoidFunction.png


 Evaluated on dataset extracted through public Twitter API based on user 
IDs from the TREC 2011 microblog corpus 

 

 

 

 

 

 

 

 

 Open questions 

 How to identify  and integrate current popularity of a tweet’s topic? 

 Is it possible to predict the approximate number of reposts (i.e., retweets) for 
a tweet? 

 … 

Predicting viral tweets (3) 
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Source: Master’s Thesis by M. Jenders, HPI, 2012  

http://maximilian-jenders.de/publications/thesis.pdf


Recommendation 
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 Movie ratings 
 
(rating sparsity encountered 
 by taking feature correlations  
 into account) 



Collaborative filtering 
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 Typically accomplished by taking ratings by other users into account 
 

𝑅𝑢 𝑖𝑡𝑒𝑚 =
 𝑠𝑖𝑚(𝑢, 𝑢′)𝑢′∈𝑁(𝑢) ∙ 𝑅𝑢′ 𝑖𝑡𝑒𝑚

 𝑠𝑖𝑚(𝑢, 𝑢′)𝑢′∈𝑁(𝑢)

 

 

 

 User-user similarity based on user features and user ratings 

 Item-item similarity based on item features and users who rated the items 

 Similarity measures 

 Cosine-similarity 

 Pearson correlation 

 Jaccard similarity 

 

 To be continued … (in next lecture) 

Users most similar to 𝑢 Feature-based similarity  
function 



Summary 

 Social search overview  

 

 User feedback 

 

 Folksonomies 

 

 User communities 

 

 Crowdsourcing 

 

 Information cascades & influential users 

 

 Collaborative filtering 
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