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Summary 
• New memory technologies stack existing DRAM cells to increase the 

bandwidth of RAM. This can be beneficial especially for applications 
with high memory-level parallelism (such as GPUs or accelerators), 
but comes with a higher cost than existing DRAM. 

• Intel Broadwell server CPUs delayed to Q1/2 2016. 
• Intel about to release Software Guard Extensions (SGX), protecting 

application data from foreign code and physical access to servers. 
• Dell acquires EMC for $67B. 

Memory Technologies 
DRAM Pricing 
As reported by DRAMeXchange, a website analyzing the memory market, 
the prices for both DDR3 and DDR4 continue to drop. From June to 
August, prices dropped by about 25%. For 2016, they forecast an even 
more substantial decrease [DD1, DD2].  

High Bandwidth Memory (HBM) 
 

 
 
Two competing memory technologies aim at stacking DRAM modules to 
achieve higher bandwidth. The first is High Bandwidth Memory Gen2 
(HBM2), which is to be used in 2016 Nvidia GPUs. Produced by Samsung 
and SK Hynix, HBM2 allows for 4-8x higher bandwidth and consumes 40% 
less power [HB1] than DDR DRAM. 
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As HBM2 has a higher cost than DRAM, analysts predict that it will not be 
used for CPUs [HB2]. As far as accelerators go, opinions are divided and 
some sources claim that AMD’s “Exascale Heterogenous Processor” will 
feature HBM2 [HB3]. However, AMD is said to have difficulties sourcing 
chips [HB4]. 
 

Hybrid Memory Cube (HMC) 
The second competing technology is the Hybrid Memory Cube (HMC), 
developed by a consortium backed by Samsung (also involved in HBM2), 
Micron (also involved in 3D-XPoint), Intel, ARM, HP, and others. Other 
than HBM, which is primarily aimed at the graphics market, HMC also 
targets high-end servers and accelerators such as the Xeon Phi series 
[HM1]. 
 
With the current, second version of HMC, bandwidth up to 480 GB/s is 
reached [HM2]. The specifications for the third generation will be released 
later in 2016 [HM3].  
 

Discussion of HBM and HMC (based on [DI1]) 
A main difference is that HBM keeps the traditional model with the CPU 
having a memory controller, while HMC moves the memory controller to 
the memory itself. Using a serial link, this allows HMC to connect to up to 
four “devices”, e.g., CPUs, GPUs, or accelerators. 
 
As both HBM and HMC are based on stacking existing DRAM technology, 
their main advantage is a higher achievable bandwidth. While the 
theoretically achievable latency remains the same, system load effects will 
also influence the latency when the system is under high load. This is 
shown in a paper from the Barcelona Supercomputing Center. 
 
“If an application is in the constant-latency region [see graph below] of 
the DDR3 system (i.e., when memory latency corresponds to idle-system 
latency), upgrading the memory to the HMC will not reduce memory 
latency, nor will it improve overall performance. If the application is in the 
linear or exponential regions in the DDR3 system, a significant portion of 
its memory latency comes from collisions between concurrent memory 
requests. In this case, the bandwidth upgrade may reduce contention, 
which could reduce memory latency and improve performance”. 
 
Both HBM and HMC “support a logic layer at the bottom of the DRAM 
stack; this could support in-memory computation that reduces the amount 
of data transferred between memory and CPU” 
 
These technologies are said to be unlikely to replace traditional DIMMs 
due to significantly higher costs.  
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Photonic Memory 
An interesting technology further on the horizon is photonic Phase Change 
Memory [PM1]. Recently presented by researchers from Oxford and 
Münster, this technology uses light, instead of electricity, to change the 
phase of a cell. This is similar to the Phase Change Memory technology 
proposed for NVRAM, but is better suitable for upcoming architectures as 
it can be directly attached to a photonics-based fabric (rumored for Intel 
Cannonlake, successor to Skylake and targeted for 2017-2018 [PM2]). 

Newsflash 
• Intel has rescheduled the Broadwell server generation with single- 

and dual-socket SKUs (Broadwell-EP) planned for Q1 2016 and 
featuring up to 22 sockets. The Broadwell-EX for up to eight sockets 
(24 sockets, up to 60 MB L3-Cache) is said to be released in Q2 
2016 [NF1, NF2]. 

• Following in Q3 2016 is the Xeon Phi x200 co-processor, codenamed 
Knights Landing (see previous hardware update) [NF1]. 

• Later in October, Intel will release the Software Guard Extensions 
(SGX) [NF3, NF4]. These allow applications to safeguard their data 
from access by other applications and to protect from attacks even 
“when an attacker has physical control of the platform and can 
conduct direct attacks on memory” [NF5]. 

• Dell acquired EMC for $67 billion. “The deal is being funded by 
[Michael Dell], his MSD Partners investment vehicle, Silver Lake and 
Singapore state-owned investment company Temasek Holdings, as 
well as debt financing, the VMware tracking stock and cash on hand” 
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[NF6]. EMC holds an 80 percent share in VMware [NF7]. Prior 
discussions with HP failed [NF8]. 
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