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▪ Recap: Causal Inference in a Nutshell

□ Causal Calculus

▪ Jupyter Lab

1. Causal Inference in a Nutshell - Cooling House Scenario 

2. Causal Calculus – Exercises
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Traditional Statistical 
Inference Paradigm

Paradigm of Structural 
Causal Models

Joint Distribution   

Data

Data Generating     
Model

Inference

Aspects of 𝑷

Aspects of 𝑮

Inference

E.g., what is the sailors’ 
probability of recovery when 
we see a treatment with lemons? 

𝑸 𝑷 = 𝑷 𝒓𝒆𝒄𝒐𝒗𝒆𝒓𝒚 𝒍𝒆𝒎𝒐𝒏𝒔

E.g., what is the sailors’ 
probability of recovery if 
we do treat them with lemons? 

𝑸 𝑮 = 𝑷 𝒓𝒆𝒄𝒐𝒗𝒆𝒓𝒚 𝒅𝒐(𝒍𝒆𝒎𝒐𝒏𝒔)
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Causal Graphical Model

■ Directed Acyclic Graph (DAG) 𝐺 = (𝑉, 𝐸)

□ Vertices 𝑉1, … , 𝑉𝑛

□ Directed edges 𝐸 = (𝑉𝑖 , 𝑉𝑗), i.e., 𝑉𝑖 → 𝑉𝑗

□ No cycles

■ Directed Edges encode direct causes via

□ 𝑉𝑗 = 𝑓𝑗 Pa Vj , Nj with independent noise 𝑁1, … , 𝑁𝑛

Causal Sufficiency

■ All relevant variables are included in the DAG 𝐺

Joint Distribution   

Data Generating     
Model
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■ Key postulate: (Local) Markov Condition

■ Essential mathematical concept: d-Separation

□ Idea: Blocking of paths

□ Implication: Global Markov Condition

■ Key postulate: Causal Faithfulness

Joint Distribution   

Data Generating     
Model

𝑿 ⫫ 𝒀 𝒁 𝑮 ⇒ 𝑿 ⫫ 𝒀 𝒁 𝑷

𝑿 ⫫ 𝒀 𝒁 𝑮 ⇐ 𝑿 ⫫ 𝒀 𝒁 𝑷
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Data

Joint Distribution   

Statistical Inference

■ Essential concept: Point estimator 𝛩

□ Statistic 𝑔(𝑋1, … , 𝑋𝑛) of random samples 𝑋1, … , 𝑋𝑛 to estimate population parameter 𝛩

■ Inference: Statistical Hypothesis Test

□ Null Hypothesis 𝐻0, claim on a population’s property initially assumed to be true 

□ Alternative Hypothesis 𝐻1, a claim that contradicts 𝐻0

□ Rejection criteria for 𝐻0: 𝑐-value 𝑇(𝑥) > c or equivalently 𝑝-value 𝑃𝐻0 𝑇 𝑋 > 𝑇 𝑥 < 𝛼

■ Method: Conditional Independence Test

□ Distribution of 𝑽 = 𝑉1, … , 𝑉𝑁 ⇒ dependence measure 𝑇(𝑉𝑖, 𝑉𝑗, 𝑺) ⇒ hypothesis 𝐻0: 𝑡 = 0

𝑿 ⫫ 𝒀 𝒁 𝑷 ⇐
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Data Generating     
Model

Causal Structure Learning

■ Assumptions: Causal Sufficiency, Markov Condition, Causal Faithfulness

■ Idea: Accept only those DAG’s 𝐺 for which 𝑋 ⫫ 𝑌 𝑍 𝐺 ⇔ 𝑋 ⫫ 𝑌 𝑍 𝑃

□ Identifies DAG up to Markov equivalence class (i.e., same skeleton 𝐶 and 𝑣-structures)

□ Markov equivalence class uniquely described by 
completed partially directed acyclic graph (CPDAG)

■ Basis: 𝑉𝑖 and 𝑉𝑗 are linked if and only if there is no 𝑆 𝑉𝑖 , 𝑉𝑗 s.t. 𝑉𝑖 ⫫ 𝑉𝑗 𝑆(𝑉𝑖 , 𝑉𝑗) 𝑃

■ Methods:

□ Constraint-based: CI testing to derive skeleton together with edge orientation rules

□ Score-based: “search-and-score approach”

□ Hybrid: Constraint-based skeleton derivation and score-based edge orientation

Data
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Data Generating     
Model

Do-Calculus

■ Overview: Simpson's paradox is only paradoxical if we misinterpret 𝑃(𝑦|𝑥) as 𝑃 𝑦 𝑑𝑜(𝑥)

□ Bayesian conditioning, 𝑝(𝑦|𝑥),where 𝑥 is observed variable

□ Causal conditioning, 𝑝(𝑦|𝑑𝑜(𝑥)), where we force a specific value 𝑥

■ Key postulate: Identifiability

■ Essential mathematical concepts: Perturbed Graphs 

□ Back-Door Criterion, adjustment by conditioning on confounding back-door paths

□ Front-Door Criterion, adjustment if conditioning on confounding path is not possible

■ Formalism of interventions: do-Calculus

□ Rules: Ignoring observations, action exchange, ignoring actions

□ Properties: Calculus is sound and complete 

Data

Aspects of 𝑮

Inference
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Data Generating     
Model

Back-Door Criterion

■ A set of variables 𝑍 satisfies the back-door criterion relative to (𝑉𝑖, 𝑉𝑗) in a DAG 𝐺 if:

□ no node in 𝑍 is a descendant of 𝑉𝑖; and

□ 𝑍 blocks every path between 𝑉𝑖 and 𝑉𝑗 that contains an arrow to 𝑉𝑖

■ Back-door adjustment: 𝑃 𝑣𝑗 𝑑𝑜 𝑣𝑖 = σ𝑧𝑃 𝑣𝑗|𝑣𝑖, 𝑧 𝑃(𝑧)

Front-Door Criterion

■ A set of variables 𝑍 satisfies the front-door criterion relative to (𝑉𝑖, 𝑉𝑗) in a DAG 𝐺 if:

□ 𝑍 intercepts all directed paths from 𝑉𝑖 to 𝑉𝑗 ; and

□ there is no unblocked back-door path from 𝑉𝑖 to 𝑍; and

□ all back-door paths from 𝑍 to 𝑉𝑗 are blocked by 𝑉𝑖

■ Front-door adjustment: 𝑃 𝑣𝑗 𝑑𝑜 𝑣𝑖 = σ𝑧𝑃 𝑧|𝑣𝑖 σ
𝑣𝑖
′ 𝑃( 𝑣𝑗 𝑣𝑖

′, 𝑧 𝑃(𝑣𝑖
′)

Data

Aspects of 𝑮

Inference
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Data Generating     
Model

do-Calculus

■ Let 𝑋, 𝑌, 𝑍, and 𝑊 be arbitrary disjoint sets of nodes in a causal DAG 𝐺.

□ Rule 1: Ignoring observations
𝑝 y 𝑑𝑜 𝑥 , 𝑧, 𝑤 = 𝑝 𝑦 𝑑𝑜 𝑥 ,𝑤 𝑖𝑓 𝑌 ⫫ 𝑍 𝑋,𝑊)𝐺ഥ𝑋

□ Rule 2: Action/Observation exchange (Back-Door) 
𝑝 y 𝑑𝑜 𝑥 , 𝑑𝑜(𝑧), 𝑤 = 𝑝 𝑦 𝑑𝑜 𝑥 , 𝑧, 𝑤 𝑖𝑓 𝑌 ⫫ 𝑍 𝑋,𝑊)𝐺

𝑋, 𝑍

□ Rule 3: Ignoring actions/interventions
𝑝 𝑦 𝑑𝑜 𝑥 , 𝑑𝑜(𝑧), 𝑤 = 𝑝 𝑦 𝑑𝑜 𝑥 ,𝑤 𝑖𝑓 𝑌 ⫫ 𝑍 𝑋,𝑊)𝐺

𝑋, 𝑍(𝑊)

Causal Effects

■ Causal effect of 𝑉𝑖 = 𝑣𝑖 on 𝑉𝑗: 𝑃 Vj 𝑑𝑜 𝑉𝑖 = 𝑣𝑖

■ Causal strength: Dependent to the causal structures, e.g., ATE for binary 𝑉𝑖

Data

Aspects of 𝑮

Inference
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Topics

■ Estimating Causal Effects in the Cooling House Example

■ Further Opportunities of Causal Structures



Jupyter Lab
Causal Calculus - Exercises

Hagedorn, Huegle, 
Perscheid

Causal Inference 
Theory and Applications 
in Enterprise Computing

Slide 14

Exercises

■ Seeing vs. Doing 

■ Identifiability

■ Causal Effects from Observational Data 



Thank you
for your attention!


