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Motivation: Spam Mail Detection
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Motivation: News Classification

● Multi-class, multi-label
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Motivation: Language Identification
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Motivation: Sentiment Analysis
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Variations for the Task

Binary                                   vs.                  Multiclass
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Variations for the Task

   Flat                                     vs.                    Hierarchical
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Variations for the Task

Hard                                vs.                      Soft (Multi-label)
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Machine Learning Approach
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Supervised Categorization

● Using a training set of „m“ manually labeled documents

– d1  c→ 1

– d2  c→ 2

– ...

– dm  c→ m
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Supervised Categorization

● Applying any kinds of classifiers

– K-Nearest Neighbor

– Support Vector Machines

– Naïve Bayes

– Maximum Entropy

– Logistic Regression

– ...
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Supervised Categorization

● Features

– Bag-of-words

● Stopword removal
● Stemming or lemmatization

– TF-IDF scores

– Named entities
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Precision and Recall
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Precision and Recall
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Precision and Recall
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Precision and Recall

● Precision:

– Amount of labeled items which are correct

● Recall:

– Amount of correct items which have been labeled
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Precision and Recall

● There is a strong anti-correlation between precision and recall

● Having a trade off between these two metrics

● Using F-measure to consider both metrics together

● F -measure is a weighted harmonic mean of precision and 
recall
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Precision and Recall

● β < 1 gives a higher priority to precision

● β > 1 gives higher priority to recall

● β = 1 gives the same priority to both precision and recall
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