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Scaling DevOps - GitHub’s 
journey from 500+  
to 2000+ people 





Largest DevOps ecosystem

GitHub is the largest developer platform on Earth

Developers Private and public 

repositories
Top open source 

communities
Contributions 

per year
Organizations Fortune 500 

companies

60M+ 200M+ 1,000s 1B+ 3M+ 50%

The most innovative companies The top open source projects

Leading global enterprises
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GitHub Now vs Then
Repositories

200 M+
vs. 36 M in 2016

Registered users

60 M+
vs. 14 M in 2016

Pull Requests

500 M+
vs. 130 M in 2017

Suggested fixes for security alerts 

10 M+
vs. 800 K  in 2018



99%
Of software projects use open source
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Azure DevOps and GitHub share 
the same leadership, reporting to 
the GitHub CEO

Built with a shared 
engineering team 

Bringing the 
requirements and 
insights of Azure DevOps 
customers to GitHub

Standardized tooling for 
100k engineers at 
Microsoft



Reducing time to set up 
development environments from 
hours per week to seconds


Powered by web-based version of 
VS Code, or use with your 
desktop IDE


Fully integrated into the GitHub 
developer experience

Codespaces











the best way to build and ship software  22
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Avoid use of emails
If there is no link it does not exist
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org/devGroupA org/devGroupB org/devGroupC

org/javascript-devs

org/security

org/SQL
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ChatOps

Hubot


Remote First

No Emails

What stayed (and evolved)
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Flaky Test 
Detection

Architecture

Languages

Deploy 
Trains

What changed heavily
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Flaky Test 
Detection

Architecture

Languages

ChatOps

Hubot

Focus For Today
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Architecture / Languages
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From monolith to micro services
From one Ruby/Rails monolith 


to many micro services running on Kubernetes, 

managed by Moda - GitHub's internal service platform
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Paved roads for Ruby, Go, Java, C#
sponsoring team, loosely moderated environment, staffed and moderated environment, containerized releases 

available to production, test, and development clients, issue tracking for defects and feature requests, release and 
deprecation policy, roadmap with a plan for future improvements, style guide, supported by automated validation 

and formatting tooling, set of guidelines / recommendations for when using this language is appropriate, 
recommended and supported client libraries and workflows, recommendations for IDEs and plugins, automated 

and documented development workflow approved by relevant stakeholders, automated and documented CI / CD 
approach approved by relevant stakeholders, vulnerability detection and patch management workflow approved 
by relevant stakeholders, sample application designed to serve as a consolidated example of best practices, …



the best way to build and ship software

Unicorns???

 35
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Flaky Test Detection
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Please raise your hand if you 
had to deal with flaky tests, 
i.e. tests that sometimes fail 
because of

- side effects of test 
execution order


- Reliance on external 
services, e.g. a remote 
HTTP API or time servers


- Current phase of the lunar 
cycle, cosmic rays, bad 
luck/karma, etc.

Confession time
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Let’s assume a single 
flaky test fails  
in 1 out of thousand runs

How big is the like likelihood 
that an entire test suite run 

with n tests of that sort

creates a least one 

intermittent test failure


Pfail(n)=1-0.999n

Flaky test math class
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Pfail(n)=1-0.999n

1 test
Pfail(1)=0.001

10 tests
Pfail(10)=0.009955

100 tests
Pfail(100)=0.0952

1000 tests
Pfail(100)=0.6323
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30 percent of builds affected
On 2018-12-06, 167 of 545 times  
our github-all-features test suite 

would have failed if it were not for marked flakes
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•A flake candidate is a test that 

- both passes and fails against the same code (git tree) where less than 50 

tests were failing

- have been experienced by more than 1 user, on more than 1 branch

- will be automatically captured and logged by the CI system by re-running 

failed tests


•Each flake candidate, has a SHA as identifier. The SHA is determined by:

- Test name

- Test suite

- The first significant line of the exception stack trace

What’s a flake candidate
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Flaky tests detection and analysis
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•Flake candidates that are manually inspected by a developer and identified as intermittent 
test failures can be turned into real flakes (via ChatOps and Janky UI).


•CI builds will still succeed if < 30 flakes failed (and all other tests pass)


•Flakes are identified as issues in github/github with the label of failing-test, multiple flake 
candidates can belong to the same issue


•All open flake have assigned owners and a deadline (1 week) to fix, else the test should 
rather be deleted


•Closing a flake is as simple as closing the issue. If an intermittent test failure reappears 
within 5 days, it will reopen the flake issue.

What’s a flake
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Flaky test detection allows 30 percent more deployments 
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Flaky tests detection
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ChatOps
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Hubot
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INFRASTRUCTURE AUTOMATION

ChatOps

APPLICATION AUTOMATION

ChatOps as the cultural glue





https://hubot.github.com

https://hubot.github.com
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Summary
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Flaky Test 
Detection

Architecture

Languages

ChatOps

Hubot

Focus For Today
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https://github.com/winterfest-2020/unwrap-parcel/issues/new/choose

Unwrap your GitHub Secret Link



Thank you


