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Introduction
Cardiorenal syndrome (CRS) is a medical term used to describe the phenomenon of injury or stress on the heart or
kidney causing chronic dysfunction or acute injury of the other organ. As a result heart patients have an increased
risk of acute kidney injury (AKI), a condition associated with complications and poor patient outcomes.
Previous work on this topic is primarily focused on the detection of AKI in patients in the ICU. Identifying

heart patients who are likely to present post-operative AKI before a prospective surgical intervention can allow
physicians and medical care professionals to better assess the risk of the surgery and possibly amploy kidney-
protective measures.
We describe two clinical prediction models (CPM) based on clinical care data of heart patients and compare their

ability to asses the risk for AKI after surgery. Many state-of-the-art machine learning techniques offer no explanation
for their results, potentially hindering the adoption of CPMs in medical domain. Therefor we also discuss the
intelligibility of the employed models and employ local interpretable model-agnostic explanations (LIME) [5].

Methods
Data used for model training and validation has been obtained from the MIMIC-III critical care database and
comprises approximately 6700 relevant heart patients [3]. The feature extraction pipeline encompasses feature
selection, imputation, and normalization, and the featurization of the laboratory results’ temporal context.
While both models are trained and validated on the same data, they differ with regard to the employed machine

learning techniques. We train decision trees (DT) and gradient-boosted decision trees (GBDT) on labeled training
data, optimizing hyperparameters for each model using grid search.
Prediction performance of the developed CPM’s is evaluated using 5-fold cross-validation and calculating the area

under receiver operatinv curve (AUROC) among other common classifier performance measures [1].
In contrast to results from the DT model, GBDT predictions are not easily interpretable. We therefor employ

LIME on classification results for specific patients from the CPM. It provides explanations in the form of the the
relevant features for the prediction result by approximating the CPM’s behaviour locally for the patients feature
vector.
While the initial exploration of the employed prediction techniques and feature extraction were conducted using

RapidMiner, the data extraction and preprocessing pipeline, optimized prediction models, and result exeplanation
using LIME were implemented as a proof-of-concept application using the Python programming language and the
scikit-learn library [2] [4].

Preliminary Results

Figure 1: Receiver operating curve and point for
GBDT and DT prediction model respectively

Compared by the AUROC score the GBDT prediction model
outperforms the DT’s predictions by a margin of almost 30 %.
At 90 % accuracy both models achieve similar class recall for
the pathological class - 38 % for DT and 41 % for GBDT - but
Figure 1 demonstrates the significant difference between both
models. While the DT has strictly binary class output, the
GBDT model can be adjusted via scoring threshold. It can
be adjusted to display a 80 % class recall for the pathological
class when trading off precision and accepting a false positive
rate (FPR) of 0.2.
However, understanding the reason behind the CPM’s pre-

dictions is vital for the willingness by medical professionals
to use CPM’s in the clinical environment. We can show that,
using LIME, we can regain some meta-information about the
prediction results decisive features, which is traded off for a
more accurate prediction by using a non-interpretable CPM.
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