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AGENDA
➤ Task
➤ Data
➤ Feature Selection Models

➤ Filter / Wrapper (DT) / Embedded
➤ Decision Tree Baseline
➤ Regularized Tree Model
➤ Future Work
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DATA
➤ 29 Patients

➤ 33 common features
➤ 199 different features in total

➤ Feature selection for heterogeneous data
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FEATURE SELECTION MODELS
1. Filter
2. Wrapper (DT)
3. Embedded

6



FEATURE SELECTION MODELS - FILTER
➤ Filters select features based on criteria independent of any supervised learner, 

performance of filters may not be optimal for a chosen learner
➤ Pearson’s Correlation
➤ LDA: Linear discriminant analysis
➤ ANOVA: Analysis of variance
➤ Chi-Square
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FEATURE SELECTION MODELS - WRAPPER
➤ Wrappers use learner as black box to evaluate relative usefulness of a feature 

subset, search the best feature subset for given supervised learner, tend to be 
computationally expensive 
➤ Forward Selection
➤ Backward Elimination
➤ Recursive Feature Elimination
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FEATURE SELECTION MODELS - EMBEDDED
➤ Instead of treating learner as black box, embedded methods select features using the 

information gained from training a learner
➤ Lasso regression (L1 regularization)
➤ Ridge regression (L2 regularization)
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DECISION TREE APPROACH - INNER JOIN

33 CATEGORIES
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DECISION TREE APPROACH - INNER JOIN & MAX. TREE DEPTH=1

33 CATEGORIES
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DECISION TREE APPROACH - INNER JOIN & SPLIT-CRITERIA=ENTROPY

33 CATEGORIES
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DECISION TREE APPROACH - OUTER JOIN

199 CATEGORIES
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DECISION TREE APPROACH - OUTER JOIN & SPLIT_CRITERIA=ENTROPY

199 CATEGORIES
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DECISION TREE APPROACH - STEPS
➤ Data Preparation

➤ 33 common categories in 29 files
➤ 199 different categories
➤ 170 categories ignored

➤ Different imputation strategy
➤ mean, median, most frequent value in category, regression 
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DECISION TREE APPROACH - REDUNDANCY
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REGULARIZED TREE MODEL
➤ Split a decision tree node only if information gain increases significantly 

➤ Lower redundancy 

➤ Higher efficiency 

➤ Apply to regularized bagged random forest



FUTURE WORK
➤ Implement Regularized Bagged Random Forest (RRF) (https://goo.gl/BqMSMr )
➤ Implement normal Random Forest classifier for comparison
➤ Apply other two feature selection models: Filter & Embedded
➤ Imputation strategy
➤ Evaluation of results with clinician
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